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Installation Overview

This topic helps you understand, plan for, and install Eucalyptus. If you follow the recommendations and instructions
in this guide, you will have aworking version of Eucalyptus customized for your specific needs and requirements.

This guide walks you through installations for afew different use cases. Y ou can choose from one of the installation
types listed in the following table.

What Do You Want to Do? Installation Type

Quickly deploy Eucalyptus on one If you have a CentOS 7.9 minimal install and afew I P addresses to
machine spare, try the FastStart script. Run the following command as root:
bash <(curl -Ls https://eucalyptus.cloud/
dnstall)
Create a development or production Eucalyptus Installation
environment
Upgrade from a previous version of Eucalyptus Upgrade
Eucalyptus

We recommend that you read the section you choose in the order presented. There are no shortcuts for installing
Eucalyptus, though Eucalyptus FastStart is fairly easy. However, to customize your installation, you haveto
understand what Eucalyptusis, what the installation requirements are, what your network configuration and
restrictions are, and what Eucalyptus components and features are available based on your needs and requirements.

Document version: Build 30 (2020-12-03 17:50:50 UTC)
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Introduction to Eucalyptus

Eucalyptusis a Linux-based software architecture that implements scalable private and hybrid clouds within your
existing IT infrastructure. Eucalyptus alows you to use your own collections of resources (hardware, storage, and
network) using a self-service interface on an as-needed basis.

Y ou deploy a Eucalyptus cloud across your enterprise’ s on-premise data center. Users access Eucalyptus over your
enterprise'sintranet. This allows sensitive data to remain secure from external intrusion behind the enterprise firewall.

You can install Eucalyptus on the following Linux distributions:

e CentOS7
e Red Hat Enterprise Linux (RHEL) 7

Note: Referencesto RHEL in this guide apply equally to CentOS unless otherwise specified.

Eucalyptus Overview

Eucalyptus was designed to be easy to install and as non-intrusive as possible. The software framework is modular,
with industry-standard, language-agnostic communication.

Eucalyptus provides a virtual network overlay that both isolates network traffic of different users and allows two or
more clusters to appear to belong to the same Local Area Network (LAN). Also, Eucalyptus offers APl compatibility
with Amazon's EC2, S3, IAM, ELB, Auto Scaling, CloudFormation, and CloudWatch services. This offers you the

capability of a hybrid cloud.

Eucalyptus Components

This topic describes the various components that comprise a Eucal yptus cloud.

The following image shows a high-level architecture of Eucalyptus with its main components.

CC-BY-SA, Eucalyptus Cloud



Eucalyptus | Introduction to Eucalyptus | 6

Cloud Controller

(CLC) Object Storage

Provider (OSP)

Backend Services

User Facing
Services (API
Endpoints)
)
Object Storage
Gateway(s)
(OSG)
-/
)
- J
Management
Console
)
User Services
-/

Availability Zone
A detailed description of each Eucalyptus component follows.

Cloud Controller

In many deployments, the Cloud Controller (CLC) service and the User-Facing Services (UFS) are on the same host
machine. This server is the entry-point into the cloud for administrators, devel opers, project managers, and end-users.
The CLC handles persistence and is the backend for the UFS. A Eucalyptus cloud must have exactly one CLC.

User-Facing Services

The User-Facing Services (UFS) serve as endpoints for the AWS-compatible services offered by Eucalyptus:
EC2 (compute), AS (AutoScaling), CW (CloudWatch), ELB (LoadBalancing), IAM (Euare), and STS (tokens). A
Eucalyptus cloud can have several UFS host machines.

Object Storage Gateway

The Object Storage Gateway (OSG) is part of the UFS. The OSG passes requests to object storage providers and talks
to the persistence layer (DB) to authenticate requests. Y ou can use Walrus, Riak CS, or Ceph-RGW as the object
storage provider.

Object Storage Provider

The Object Storage Provider (OSP) can be either the Eucalyptus Walrus backend, Riak CS, or Ceph-RGW. Walrusis
intended for light S3 usage and isa single service. Riak is an open source scalable general purpose data platform; it is
intended for deployments with heavy S3 usage. Ceph-RGW is an object storage interface built on top of Librados.

Note: Ceph RGW isa Controlled Availability feature. For information about Controlled Availability featuresin
Eucalyptus, see Special Status Release Features.

CC-BY-SA, Eucalyptus Cloud
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Management Console

The Eucalyptus Management Console is an easy-to-use web-based interface that allows you to manage your
Eucalyptus cloud. The Management Console is often deployed on the same host machine as the UFS. A Eucalyptus
cloud can have multiple Management Console host machines.

Cluster Controller

The Cluster Controller (CC) service must run on a host machine that has network connectivity to the host machines
running the Node Controllers (NCs) and to the host machine for the CLC. CCs gather information about a set of NCs
and schedules virtual machine (VM) execution on specific NCs. All NCs associated with asingle CC must bein the
same subnet.

Storage Controller

The Storage Controller (SC) service provides functionality similar to Amazon Elastic Block Store (Amazon EBS).
The SC can interface with various storage systems. Elastic block storage exports storage volumes that can be attached
by a VM and mounted or accessed as araw block device. EBS volumes can persist past VM termination and are
commonly used to store persistent data. An EBS volume cannot be shared between multiple VMs at once and can

be accessed only within the same availability zone in which the VM is running. Users can create snapshots from

EBS volumes. Snapshots are stored by the OSG and made available across availability zones. Eucalyptus with SAN
support provides the ability to use your enterprise-grade SAN devicesto host EBS storage within a Eucalyptus cloud.

Node Controller

The Node Controller (NC) service runs on any machine that hosts VM instances. The NC controls VM activities,
including the execution, inspection, and termination of VM instances. It aso fetches and maintains alocal cache of
instance images, and it queries and controls the system software (host OS and the hypervisor) in response to queries
and control reguests from the CC.

Eucanetd

The eucanetd service implements artifacts to manage and define Eucalyptus cloud networking. Eucanetd runs
alongside the CLC or NC services, depending on the configured networking mode.

System Req uirements
Toinstall Eucalyptus, your system must meet the baseline requirements described in this topic.

Note: The specific requirements of your Eucalyptus deployment, including the number of physical machines,
structure of the physical network, storage regquirements, and access to software are ultimately determined by the
features you choose for your cloud and the availability of infrastructure required to support those features. See the
Compatibility Matrix in the Release Notes for supported versions.

Compute Requirements

» Physical Machines: All Eucalyptus services must be installed on physical servers, not virtual machines.

e Central Processing Units (CPUs): We recommend that each host machine in your Eucalyptus cloud contain either
an Intel or AMD processor with a minimum of 4 2GHz cores.

» Operating Systems. Eucalyptus supports the following Linux distributions: CentOS 7 and RHEL 7. Eucayptus
supports only 64-bit architecture.

« Machine Clocks: Each Eucalyptus host machine and any client machine clocks must be synchronized (for
example, using NTP). These clocks must be synchronized all the time, not only during the installation process.

» Machine Access: Verify that all machinesin your network allow SSH login, and that root or sudo accessis
available on each of them.

CC-BY-SA, Eucalyptus Cloud
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Storage and Memory Requirements

» Each machine in your network needs a minimum of 160GB of storage.

*  Werecommend at least 500GB for Walrus and SC hosts running Linux VMs. We recommend at least 250GB for
Walrus and SC hosts running Windows VMs.

*  Werecommend 160GB per NC host running Linux VMs, and at least 250GB per NC host for running Windows
VMs. Note that larger available disk space enables a greater number of VMs.

« Each machinein your network needs a minimum of 8GB RAM. However, we recommend more RAM for
improved caching.

* Host machines running multiple services (e.g., CLC, CC and SC) likely need more than the minimum amounts of
RAM and storage.

Network Requirements

e All NCs must have access to a minimum of 1Gb Ethernet network connectivity.

« All Eucalyptus components must have at least one Network Interface Card (NIC) for a base-line deployment.
For better network isolation and scale, the CC should have two NICs (one facing the CLC/user network and one
facing the NC/VM network).

» For EDGE networking mode, Eucalyptus needs at least one existing network.

« For VPCMIDO networking mode, Eucalyptus needs Midokura Enterprise MidoNet to be installed. For more
information, see Install Midokura Enterprise MidoNet.

» The network connecting machines that host Eucalyptus components (except the CC and NC) must support UDP
multicast for |P address 239.193.7.3. Note that UDP multicast is not used over the network that connects the CC
to the NCs. For information about testing connectivity, see Verify Connectivity.

Once you are satisfied that your systems requirements are met, you are ready to plan your Eucalyptus installation.

CC-BY-SA, Eucalyptus Cloud
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Eucalyptus Installation

This section details steps to install Eucalyptus.
Toinstall Eucalyptus, perform the following tasksin the order presented in this section.

Plan Your Installation

In order to get the most out of a Eucalyptus deployment, we recommend that you create a plan that provides a
complete set of features, performance, scaling, and resilience characteristics you want in your deployment.

Note: If you are upgrading from an existing Eucalyptus release, see Eucalyptus Upgrade.

To successfully plan for your Eucalyptus installation, you must determine two things:

* Theinfrastructureyou plan toinstall Eucalyptuson: Think about the application workload performance and
resource utilization tuning. Think about how many machines you want on your system.

e Theamount of control you plan to give Eucalyptus on your network: Use your existing architecture and
policies to determine the Eucalyptus networking features you want to enable: EC2 Classic Networking or EC2
VPC Networking. Think about the public network (not necessarily the IPv4 public space, but the network that
Eucalyptus users will access), delegating | P addresses to Eucalyptus, and firewall rules.

This section describes how to evaluate each tradeoff to determine the best choice to make, and how to verify that the
resource environment can support the features that are enabled as a consequence of making a choice.

By the end of this section, you should be able to specify how you will deploy Eucalyptus in your environment, any
tradeoffs between feature set and flexibility, and where your deployment will integrate with existing infrastructure
systems.

Eucalyptus Architecture Overview
This topics describes the relationship of the components in a Eucalyptus installation.

CC-BY-SA, Eucalyptus Cloud
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Network (Service Network (Euca Mgmt,
Endpoint, VM Public) VM Private)

MNetwork
Network (Euca Mgmt, (Euca Mgmt, Network
VM Private) VM Private)

Cluster1 ... Cluster N

The cloud components: Cloud Controller (CLC) and Walrus, as well as user components: User-Facing Services
(UFS) and the Management Console, communicate with cluster components: the Cluster Controllers (CCs) and
Storage Controllers (SCs). The CCs and SCs, in turn, communicate with the Node Controllers (NCs). The networks
between machines hosting these components must be able to allow TCP connections between them.

However, if the CCs are on separate subnets (one for the network on which the cloud components are hosted

and another for the network that NCs use) the CCs will act as software routers between these networks in some
networking configurations. Each cluster can use an internal private network for its NCs, and the CCs can route traffic
from that private network to a network shared by the cloud components.

Virtual machines (VMs) run on the machines that host NCs. Y ou can use the CCs as software routers for traffic
between clients outside Eucalyptus and VMs. Or the VMs can use the routing framework already in place without CC
software routers. However, depending on the layer-2 isolation characteristics of your existing network, you might not
be able to implement all of the security features supported by Eucalyptus.

Riak CS clusters provide an alternative to Walrus as an object storage provider. SAN clusters, available to Eucalyptus
subscribers, are alternatives to direct-attached storage and Ceph as block storage providers.

Plan Your Hardware
This topic describes ways you can install Eucalyptus services on your physical servers.

Y ou can run Eucalyptus services in any combination on the various physical serversin a data center. For example,
you can install the Cloud Controller (CLC), Walrus, CC, and SC on one host machine, and NCs on one or more host
machines. Or you can install each service on an independent physical server. This gives each serviceits own local
resources to work with.

Oftenin installation decisions, you must trade deployment simplicity for performance. For example, if you place all
cloud (CLC) and zone (CC) services on asingle machine, it makes for simple administration. Thisis because thereis
only one machine to monitor and control for the Eucalyptus control services. But, each service acts as an independent

CC-BY-SA, Eucalyptus Cloud
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web service; so if they share a single machine, the reduced physical resources available to each service might become
a performance bottleneck.

Plan Services Placement

A Eucalyptus deployment includes user services (UFS and Management Console), as well as cloud services (Cloud
Controller and Walrus) and one or more zones, each of which contains a Cluster Controller, a Storage Controller, and
one or more Node Controllers.

PoC / Pilot Small Single Zone Single Zone

 Node Contraler

Cloud Services

The main decision for cloud servicesis whether to install the Cloud Controller (CLC) and Walrus on the same server.
If they are on the same server, they operate as separate web services within a single Java environment, and they use
afast path for inter-service communication. If they are not on the same server, they use SOAP and REST to work
together.

Sometimes the key factor for cloud servicesis not performance, but server cost and data center configuration. If you
only have one server available for the cloud, then you have to install the services on the same server.

All services should be in the same data center. They use aggressive time-outs to maintain system responsiveness so
separating them over along-latency, lossy network link will not work.

User Services

The User Facing Services (UFS) handle al of the AWS APIs and provide an entry point for clients and users
interacting with the Eucalyptus cloud. The UFS and the Management Console are often hosted on the same machine
since both must be accessible from the public, client-facing network.

Y ou may optionally choose to have redundant UFS and Management Console host machines behind aload balancer.

Zone Services

The Eucayptus services deployed in the zone level of a Eucalyptus deployment are the Cluster Controller (CC) and
Storage Controller (SC).

You caninstall al zone services on asingle server, or you can distribute them on different servers. The choice of
one or multiple serversis dictated by the demands of user workload in terms of number of instances (CC) and EBS
volume access (SC).

Thingsto consider for CC placement:

CC-BY-SA, Eucalyptus Cloud
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» Place the CC on aserver that has TCP/IP connectivity to the Eucalyptus front-end servers and the NC serversin
its zone.

» Each CC can manage a maximum of 4000 instances.
Thingsto consider for SC placement:

* The SC host machine must always have TCP/IP connectivity to the CLC and be able use multicast to the CLC.

e The SC must have TCP/IP connectivity to the UFS/OSG hosts for uploading snapshots into the object store. (The
SC does not require connectivity directly to users, it isan internal component and does not serve user EBS API
reguests; that job is done by the UFS.)

e The SC must be reachable via TCP/IP from all NCs in the zone within which the SC is registered. The SC and
NC exchange tokens to authorize volume attachment, so they must be able to directly communicate. The SC
provides the NCs with network access to the dynamic block volumes on the SC's storage (if the SC is configured
for overlay local filesystem or DAS-JBOD).

» If you are a subscriber and use one of the Eucalyptus-provided SAN integration drivers, the SC must also have
TCP/IP connectivity to the SAN device. The SC sends control messages to the SAN and acts as a proxy to upload
snapshots from the SAN to the UFS/OSG.

» If you are going to use overlay local filesystem or DAS-JBOD configurations to export local SC storage for EBS,
then SC storage should consist of afast, reliable disk pool (either local file-system or block-attached storage) so
that the SC can create and maintain volumes for the NCs. The capacity of the disk pool should be sufficient to
provide the NCs with enough space to accommodate all dynamic block volumes requests from end users.

Node Services

The Node Controllers are the services that comprise the Eucalyptus backend. All NCs must have network
connectivity to whatever machine hosts their EBS volumes. This host is either a SAN or the SC.

Plan Disk Space
Eucalyptus services need disk space for log files, databases, buckets, and instances. The following table details the
needs of each service. Verify that the host machines you plan to install the services on have adequate space.

We recommend that you choose a disk for the Walrus that is large enough to hold all objects and buckets you ever
expect to have, including all images that will ever be registered to your system, plus any Amazon S3 application data.
For heavy S3 usage, Riak CSisabetter choice for object storage.

Tip: Werecommend that you use LVM (Logica Volume Manager). If you run out of disk space, LVM alowsyou to

add disks and migrate the data.

Service Directory Minimum Size
Cloud Controller (CLC) /var/lib/eucal yptus/db 20GB

CLC logging /var /| og/ eucal yptus 2GB

Walrus /var/lib/eucal yptus/bukkits [250GB
Walruslogging /var /| og/ eucal ypt us 2GB

Storage Controller (SC) (EBS storage) /var/lib/ eucal ypt us/ vol umes 250GB
Important: Thisdisk space onthe SCisonly /var/ 1 ogl eucal ypt us

required if you are not using a SAN driver or if you
are using Direct Attached Storage (DAS). For more
information, see Configure the Storage Controller.

User-Facing Services (UFS) /var/lib/eucal yptus 5GB
UFSlogging /var/| og/ eucal yptus 2GB

CC-BY-SA, Eucalyptus Cloud
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Service Directory Minimum Size
Management Console /var/ | og/ eucal ypt us-consol e [5GB
Consolelogging 2GB

Cluster Controller (CC) [var/lib/eucal yptus/CC 5GB
CClogging /var/| og/ eucal yptus 2GB

Node Controller (NC) /var/lib/eucal yptus/ 250GB

NC logging i nst ances 2GB

/var/| og/ eucal yptus

If necessary, create symboalic links or mount points to larger filesystems from the above locations. Make sure that the
‘eucalyptus’ user owns the directories.

Plan Eucalyptus Features

Before you install Eucalyptus, we recommend that you think about the features you plan to implement with
Eucalyptus. These features are detailed in the following sections.

Windows Guest OS Support
This topic details what Eucalyptus needsin order to use Windows as a guest operating system.

e Alicensed installation copy (.iso image or CD/DVD disk) of a compatible Windows OS. Eucalyptus currently
supports Windows virtual machines created from Windows Server 2008 SP2, Datacenter (32/64 hit); Windows
Server 2008 R2, Datacenter; and Windows 7 Professional.

A VNCclient such asReaVNC or Virtua Manager/Virtual Viewer for initial installation. Subsequent
Eucalyptus-hosted Windows instances will use RDP, but the initial installation requires VNC.

For additional Windows-related licensing information, see the following links:

 http://technet.microsoft.com/en-ug/library/dd979803.aspx
« http://technet.microsoft.com/en-ug/library/dd878528.aspx
 http://technet.microsoft.com/en-ug/library/dd772269.aspx

SAN Support
Eucalyptus includes optional, subscription only support for integrating enterprise-grade SAN (Storage Area Network)
hardware devices into a Eucalyptus cloud.

Note: Storage SANs are deprecated as of Eucalyptus 4.4; to be removed in afuture release.

SAN support extends the functionality of the Eucalyptus Storage Controller (SC) to provide a high performance data
conduit between VMs running in Eucalyptus and attached SAN devices. Eucalyptus dynamically manages SAN
storage without the need for the administrator to manually allocate and de-all ocate storage, manage snapshots or set
up data connections.

CC-BY-SA, Eucalyptus Cloud
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LDAP /AD SAN
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Eucalyptus with SAN support alows you to:

« Integrate Eucalyptus block storage functionality (dynamic block volumes, snapshots, creating volumes from
snapshots, etc.) with existing SAN devices

e Link VMsin the Eucalyptus cloud directly to SAN devices, thereby removing 1/O communication bottlenecks of
the physical hardware host

» Incorporate enterprise-level SAN features (high-speed, large-capacity, reliability) to deliver a production-ready
EBS (block storage) solution for the enterprise

To use Eucalyptus with supported SAN storage, you must decide whether administrative access can be provided to
Eucalyptusto control the SAN. If thisis possible in your environment, Eucalyptus can automatically and dynamically
manage SAN storage.

Eucalyptus supports these SAN devices:

+ HP3PARSAN
* NetApp SAN
» Dell EqualLogic SAN

See the Compatibility Matrix in the Release Notes for supported versions.

Availability Zone Support
Eucalyptus offers the ahility to create multiple local availability zones.

An availability zone for AWS denotes alarge subset of their cloud environment. Eucalyptus refines this definition to
denote a subset of the cloud that shares alocal area network. Each Eucalyptus zone has its own Cluster Controller and
Storage Controller.

CC-BY-SA, Eucalyptus Cloud
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Object Storage

Eucalyptus supports Walrus and Riak CS asits object storage backend. Thereis no extra planning if you use Walrus.
If you use Riak CS, you can use asingle Riak CS cluster for several Eucalyptus clouds. Basho (the vendor of RiakCS)
recommends five nodes for each Riak CS cluster. This also means that you have to set up and configure aload
balancer between the Riak CS nodes and the object storage gateway (0SG).

Plan Networking Modes

Eucalyptus overlays avirtual network on top of your existing network. In order to do this, Eucalyptus supports these
networking modes: EDGE (AWS EC2 Classic compatible) and VPCMIDO (AWS VPC compatible).

These networking modes are designed to allow you to choose an appropriate level of security and flexibility for
your cloud. The purpose isto direct Eucalyptus to use different network features to manage the virtual networks that
connect VMsto each other and to clients external to Eucalyptus.

Eucalyptus networking modes are generally modeled after AWS networking capabilities. In legacy AWS accounts,
you have the ability to choose EC2 Classic network mode or VPC network mode. New AWS accounts do not have
thisflexibility and are forced into using VPC. Eucalyptus VPCMIDO modeis similar to AWS VPC in that it allows
usersto fully manage their cloud network, including the definition of a Classless Inter-Domain Routing (CIDR)
block, subnets, and security groups with rules for additional protocols beyond the default three (UDP, TCP, and
ICMP) availablein EC2 Classic networking.

Y our choice of networking mode depends on the following considerations:

» Doesyour Eucayptus cloud need to mimic behavior in your AWS account? If you need EC2-Classic behavior,
select EDGE mode. If you need EC2-VPC behavior, select VPCMIDO mode.

» Do you need to create security group rules with additional protocols (e.g., al protocols, RDP, XTP, etc.)? If so,
choose VPCMIDO mode.

» |If thereis no specific requirement for either mode, then VPCMIDO mode is recommended given its flexibility and
networking features.

Each networking mode is described in the following sections.

About Eucanetd
The eucanetd service implements artifacts to manage and define Eucalyptus cloud networking. Eucanetd runs
alongside the CLC, CC, and/or NC services, depending on the configured networking mode.
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Eucanetd manages network functionality. For example:

» Installs network artifacts (iptables, ipsets, ebtables, dnhcpd)

* Performs state management for the installed network artifacts
* Maintains the eucanetd.log file

« Updates network artifact configuration as needed

* InVPCMIDO mode:

¢ [Interacts with MidoNet viathe MidoNet AP
* Defines network artifacts in MidoNet

Where to deploy eucanetd

On a Eucalyptus 4.4 cloud:

Host Machine EDGE mode VPCMIDO mode

CLC No OnlyonCLC

CcC No No

NC On each NC No

On a Eucalyptus 4.3 cloud:

Host Machine EDGE mode MANAGED modes VPCMIDO mode
(deprecated)

CLC No No OnlyonCLC

CcC No Oneach CC No

NC Oneach NC On each NC No

Understanding Eucalyptus EDGE Mode

Eucalyptus EDGE mode offers the most features of the EC2 Classic-compatible networking modes. It is designed to
integrate into already extant (or straightforward to deploy) underlying network topologies. However, EDGE mode can
impose constraints in certain environments.

In EDGE networking mode, the components responsible for implementing Eucalyptus VM networking artifacts are
running at the edge of a Eucalyptus deployment: the Linux host machines acting as Node Controllers (NCs). On each
NC host machine, a Eucalyptus stand-alone service, eucanetd, runs side-by-side with the NC service. The eucanetd
service receives dynamically changing Eucalyptus networking views and is responsible for configuring the Linux
networking subsystem to reflect the latest view.

EDGE networking mode integrates with your existing network infrastructure, allowing you to inform Eucalyptus,
through configuration parameters for EDGE mode, about the existing network, which Eucalyptus then will consume
when implementing the networking view.

EDGE networking mode integrates with two basic types of pre-existing network setups:

« Oneflat IP network used to service Eucalyptus component systems, Eucalyptus VM public IPs (elastic | Ps), and
Eucalyptus VM private I Ps.

« Two networks, one for Eucalyptus components and Eucalyptus VM public IPs, and the other for Eucalyptus VM
private | Ps.

Important: EDGE networking mode integrates with networks that already exist. If the network, netmask, and router
don't already exist, you must create them outside Eucalyptus before configuring EDGE mode.
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EDGE Mode Requirements

« Each NC host machine must have an interface configured with an IP on aVVM public and aVVM private network
(which can be the same network).

» There must be unused I P addresses on the VM public network for Eucalyptusto assign VM elastic I Ps.
e There must be unused I P addresses on the VM private network for Eucalyptusto assign VM private I Ps.

« There must be IP connectivity from each NC host machine (where eucanetd runs) and the CLC host machine, so
that network path from instances to the metadata server (running on the CLC host machine) can be established.

« There must be afunctioning router in place for the private network. This router will be the default gateway for
VM instances.

* The private and public networks can be the same network, but they can also be separate networks.

* The NC host machines need a bridge configured on the private network, with the bridge interface itself having
been assigned an IP from the network.

» If you'reusing a public network, the NC host machines need an interface on the public network as well (if the
public and private networks are the same network, then the bridge needs an | P assigned on the network).

« If you run multiple zones, each zone can use the same network as its private network, or they can use separate
networks as private networks. If you use separate networks, you need to have arouter in place that is configured to
route traffic between the networks.

« |If you use private addressing only, the CL C host machine must have a route back to the VM private network.

EDGE Mode Limitations

« Global network updates (such as security group rule updates, security group VM membership updates, and elastic
IP updates) are applied through an "eventually consistent” mechanism, as opposed to an "atomic" mechanism.
That is, there may be a brief period of time where one NC has the new state implemented but another NC has the
previous state implemented.

«  Mappings between VM MAC addresses and private |Ps are strictly enforced. This means that instances cannot
communicate using addresses the cloud has not assigned to them.

Understanding VPCMIDO and MidoNet
This topic describes MidoNet components and their Eucalyptus deployment options, which provide support for VPC
on Eucalyptus.

Eucalyptus VPCMIDO mode resembles the Amazon Virtua Private Cloud (VPC) product wherein the network is
fully configurable by users. In Eucalyptus, it isimplemented with a Software-Defined Networking (SDN) technol ogy
developed by Midokura, called MidoNet. Midokura Enterprise MidoNet is a network virtualization platform for
Infrastructure-as-a-Service (1aaS) clouds that implements and exposes virtual network components as software
abstractions, enabling programmatic provisioning of virtual networks.

This network mode requires configuration of MidoNet in order to make cloud networking functional. It offers
the most advanced networking capabilities and therefore it is recommended to be used on all new Eucalyptus
installations.

MidoNet Components

A MidoNet deployment consists of four types of nodes (according to their logical functions or services offered),
connected viafour 1P networks as depicted in Figure 1. MidoNet does not require any specific hardware, and can
be deployed in commodity x86_64 servers. Interactions with MidoNet are accomplished through Application
Programming Interface (API) calls, which are trandated into (virtual) network topology changes. Network state
information is stored in alogically centralized data store, called the Network State Database (NSDB), which is
implemented on top of two open-source distributed coordination and data store technologies: ZooK eeper and
Cassandra. Implementation of (virtual) network topology is realized via cooperation and coordination among
MidoNet agents, which are deployed in nodes that participate in MidoNet.
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MidoMet MSDE
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Cassandra)

MidcMet AP Hypervisor Gateway
(midonet-cluster) [midoiman) (midoiman)

A

> Public Network

Tunnel Zone

Figure 1: Logical view of a MidoNet deployment. Four components are connected via four networks.
Node types:

* MidoNet Network State Database (NSDB): consists of a cluster of ZooK eeper and Cassandra. All MidoNet nodes
must have IP connectivity with NSDB.

* MidoNet API: consists of MidoNet web app. Exposes MidoNet REST APIs.

* Hypervisor: MidoNet agent (Midolman) are required in al Hypervisors to enable VMs to be connected via
MidoNet overlay networks/SDN.

« Gateway: Gateway nodes are connected to the public network, and enable the network flow from MidoNet
overlaysto the public network.

Physical Networks

« NSDB: IP network that connects all nodes that participate in MidoNet. While NSDB and Tunnel Zone networks
can be the same, it is recommended to have an isolated (physical or VLAN) segment.

e API: in Eucalyptus deployments only eucanetd/CL C needs access to the API network. Only "special hosts/
processes’ should have access to this network. The use of "localhost" network on the node running CL C/eucanetd
is sufficient and recommended in Eucalyptus deployments.

* Tunnel Zone: IP network that transports the MidoNet overlay traffic (Eucalyptus VM traffic), which is not
"visible" on the physical network.

* Public network: network with accessto the Internet (or corporate/enterprise) network.

MidoNet Deployment Scale
Three reference architectures are presented in this document, ordered by complexity and size:

* Proof-of-Concept (PoC)
e Production: Small
e Production: Large

Production: Large reference architecture represents the most complete and recommended deployment model of
MidoNet for Eucalyptus. Whenever possible (such as when resources are available), deployments should closely
match with the Production: Large reference architecture (even on small scale clouds).

All MidoNet components are designed and implemented to horizontally scale. Therefore, it is possible to start small
and add resources as they become available.

MidoNet Software

Eucalyptus has been tested with Midokura Enterprise MidoNet (commercial version with 24/7 support - 30 day
evaluation available).

Important: Seethe Compatibility Matrix in the Release Notes for supported versions.
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Eucalyptus with MidoNet
A Eucalyptus with MidoNet deployment consists of the following components:

r R

' ™) Virtual
Machines

Mode Caontroller

Cloud Controller

(CLC) with ) (NC}
eucanetd USSEFF.EC'HQ Management Clt
ervices Console Con
o A L A
FYYY Y A A A Fy f
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MidoMet API NSDB Qatewa
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< Y
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Figure 2: Logical view of a Eucalyptus with MidoNet deployment. VM private network is created/virtualized by
MidoNet, and 'software-defined' by eucanetd. Ideally, each component and network should have its own set of
independent resources. In practice, components are grouped and consolidated into a set of servers, as detailed in
different reference architectures.

MidoNet components, Eucalyptus components, and three extra networks are present.

Proof of Concept (PoC)
The PoC reference architecture is designed for very small and transient workloads, typical in development and testing

environments. Quick deployment with minimal external network requirements are the key points of PoC reference
architecture.

Requirements
Servers:

e Four (4) or more modern Intel cores or AMD modules - exclude logical cores that share CPU resources from the
count (Hyperthreads and AMD cores within a module)

e 2GB of RAM reserved for MidoNet Agent (when applicable)

e 4GB of RAM reserved for MidoNet NSDB (when applicable)

* 4GB of RAM reserved for MidoNet API (when applicable)

» 30GB of free disk space for NSDB (when applicable)
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Physical Network:

e One(1) 1Gbps P Network
e Avrangeor list of public IP addresses (Euca_public_IPs)
e Internet Gateway

Limits:
e Ten (10) MidoNet agents (i.e., 1 Gateway node, 1 CLC, and 8 NCs)

e One(1) MidoNet Gateway
* Nofail over, fault tolerance, and/or network load balancing/sharing

Deployment Topology

e Single server with all MidoNet components (NSDB, API, and Midolman), and with CL C/eucanetd

* A server acting as MidoNet Gateway - when BGP terminated links are used, this node must not be co-located with
CL Cleucanetd (in aproxy_arp setup described below, it is possible to consolidate CL C/eucanetd with MidoNet
Gateway). Thisis due to incompatibilitiesin CentOS/RHEL 7 netns (used by eucanetd), and bgpd (started by
Midolman when BGP links are configured).

* Hypervisors with Midolman

e OnelP network handling NSDB, Tunnel Zone, and Public Network traffic

e APl communication vialoopback/localhost network

MidoMet Overlay >
| A vV
i ' i B i L * * h A
v l
[ midonet- ]
cluster CLC!metataps EHTT EHTT
(midolman)
Gateway

(midclman)

-

(midolman)
Caszzandra
L/

L9 ’ e " L "
Midohet APICLCIUFS Midohet Gateway Hypervisors

< MSDEB, Tunnel Zone, Public Metwork >

Customer's Internet Gateway

Figure 3: PoC deployment topology. A single IP network carries NSDB, Tunnel Zone, and Public Network traffic. A
single server handles MidoNet NSDB, API (and possibly Gateway) functionality.

CC-BY-SA, Eucalyptus Cloud



Eucalyptus | Eucalyptus Installation | 21

MidoNet Gateway Bindings
Three ways to realize MidoNet Gateway bindings are discussed below, starting with the most recommended setup.

Public CIDR block(s) allocated for Eucalyptus (Euca_Public_IPs) needs to be routed to MidoNet Gateway by the
customer network - thisis an environment requirement, outside of control of both MidoNet and Eucalyptus systems.
One way to accomplish thisisto have a BGP terminated link available. MidoNet Gateway will establish a BGP
session with the customer router to: (1) advertise Euca_Public_IPsto the customer router; and (2) get the default route
from the customer router.

If aBGP terminated link is not available, but the routing of Euca Public_IPsis delegated to MidoNet Gateway
(configuration of customer routing infrastructure), similar setup can be used. In such scenario, static routes are
configured on the customer router (to route Euca Public_IPsto MidoNet Gateway), and on MidoNet (to use the
customer router as the default route).

CC-BY-SA, Eucalyptus Cloud
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Figure 4: How servers are bound to MidoNet in a PoC deployment with BGP. A BGP terminated link is required:
the gateway node eth device is bound to MidoNet virtual router (when BGP isinvolved, the MidoNet Gateway and
Eucalyptus CLC cannot be co-located). Virtual machine tap devices are bound to MidoNet virtual bridges.

If routed Euca_Public_IPs are not available, static routes on all involved nodes (L2 connectivity is required among
nodes) can be used asillustrated below.
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Figure 5: How servers are bound to MidoNet in a PoC deployment without routed Euca_Public_IPs. Clients that
need communication with Euca_Public_|Ps configure static routes using MidoNet Gateway as the router. MidoNet
Gateway configures a static default route to customer router.

In the case nodes outside the public network broadcast domain (L2) needs to access Euca_Public_|Ps, a setup using
proxy_arp, asillustrated below, can be used.
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Figure 6: How servers are bound to MidoNet in a PoC deployment with proxy_arp. When routed Euca_Public_IPs
are not available, the gateway node should proxy arp for public |P addresses allocated for Eucalyptus, and forward
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to a veth device that is bound to a MidoNet virtual router. Virtual machine tap devices are bound to MidoNet virtual
bridges.

Production: Small

The Production: Small reference architecture is designed for small scale production quality deployments. It supports
MidoNet NSDB fault tolerance (partial failures), and limited MidoNet Gateway failover and load balancing/sharing.

Border Gateway Protocol (BGP) terminated uplinks are recommended for production quality deployments.
Requirements
Servers:

e Four (4) or more modern Intel cores or AMD modules - exclude logical cores that share CPU resources from the
count (Hyperthreads and AMD cores within amodule) - for gateway nodes, 4 or more cores should be dedicated
to MidoNet agent (Midolman)

e 4GB of RAM reserved for MidoNet Agent (when applicable), 8GB for Gateway nodes

* 4GB of free RAM reserved for MidoNet NSDB (when applicable)

* 4GB of free RAM reserved for MidoNet API (when applicable)

» 30GB of free disk space for NSDB (when applicable)

e Two (2) 10Gbps NICs per server

e Three (3) servers dedicated to MidoNet NSDB

e Two (2) servers as MidoNet Gateways

Physical Network:

e One (1) 10Gbps IP Network for public network (if upstream links are 1Gbps, this could be 1Gbps)
e One(1) 10Gbps IP Network for Tunnel Zone and NSDB

e Public Classless Inter-Domain Routing (CIDR) block (Euca _public_IPs)

e Two (2) BGP terminated uplinks

Limits:

e Thirty two (32) MidoNet agents (i.e., 2 Gateway nodes and 30 Hypervisors)
e Two (2) MidoNet Gateways

e Tolerate 1 NSDB server failure

e Tolerate 1 MidoNet Gateway/uplink failure
» Limited uplinks load sharing/balancing

Deployment Topology

e A 3-node cluster for NSDB (co-located ZooK eeper and Cassandra)
» eucanetd co-located with MidoNet APl Server

e Two (2) MidoNet Gateway Nodes

e Hypervisors with Midolman

e One 10Gbps IP network handling NSDB and Tunnel Zone traffic

*  One 10Gbps IP Network handling Public Network traffic

e APl communication vialoopback/localhost network
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Figure 7: Production: Small deployment topology. A 10Gbps IP network carries NSDB and Tunnel Zone traffic.
Another 10Gbps I P network carries Public Network traffic. A 3-node cluster for NSDB tolerates 1 server failure, and
2 gateways enable network failover and limited load balancing/sharing.
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Figure 8: How servers are bound to MidoNet in a Production: Small deployment. Gateway Nodes have physical
devices bound to a MidoNet virtual router. These devices should have L2 and L3 connectivity to the Customer's
Router, and with BGP terminated links. Virtual machine tap devices are bound to MidoNet virtual bridges.

NSDB Data Replication
* NSDB isdeployed in acluster of 3 nodes
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» ZooKeeper and Cassandra both have built-in data replication
*  Oneserver falureistolerated

MidoNet Gateway Failover
* Two paths are available to and from MidoNet, and failover is handled by BGP
MidoNet Gateway L oad Balancing and Sharing

» Load Balancing from MidoNet isimplemented by MidoNet agents (Midolman): portsin a stateful port group with
default routes out are used in around-robin fashion.
» Partial load sharing from the Customer's router to MidoNet can be accomplished by:

e Partition the allocated CIDR in 2 parts. For example, a/24 CIDR can be split into 2 /25 CIDRs.
e OneMidoNet BGP port should advertise the top half (/25) and /24; the other advertises the bottom half (/25)
and /24.

* When both ports are operational, routing will favor the most specific route (i.e., /25). If aport fails, the /24 will
be used instead.

Production: Large

The Production:Large reference architecture is designed for large scale (500 to 600 MidoNet agents) production
quality deployments. It supports MidoNet NSDB fault tolerance (partial failures), and MidoNet Gateway failover and
load balancing/sharing.

Border Gateway Protocol (BGP) terminated uplinks are required. Each uplink should come from an independent
router.

Requirements:

» Eight (8) or more modern Intel cores or AMD modules - exclude logical cores that share CPU resources from the
count (Hyperthreads and AMD cores within amodule) - for gateway nodes, 8 or more cores should be dedicated
to MidoNet agent (Midolman)

e 4GB of RAM reserved for MidoNet Agent (when applicable), 16GB for Gateway nodes

* 4GB of free RAM reserved for MidoNet NSDB (when applicable)

* 4GB of free RAM reserved for MidoNet API (when applicable)

» 30GB of free disk space for NSDB (when applicable)

e One 1Gbps and 2 10Gbps NICs per server

* Five (5) servers dedicated to MidoNet NSDB

* Three(3) servers as MidoNet Gateways

Physical Network:

e One 1Gbps IP Network for NSDB

e One 10Gbps IP Network for public network (if upstream links are 1Gbps, this could be 1Gbps)

e One 10Gbps IP Network for Tunnel Zone

* Public Classless Inter-Domain Routing (CIDR) block (Euca_public_IPs)

* Three (3) BGP terminated uplinks, each of which coming from an independent router

» ZooKeeper performance recommendations:

» Usededicated physical disk drives for ZooK eeper snapshots
» Use dedicated physical disk drivesfor ZooKeeper commit logs (SSD highly recommended)

Limits:
« 500 to 600 MidoNet agents
e Three(3) MidoNet Gateways

* Tolerate1to 2 NSDB server failures
e Tolerate 1 to 2 MidoNet Gateway/uplink failures

Deployment Topology
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e A 5-node cluster for NSDB (co-located ZooK eeper and Cassandra)
» eucanetd co-located with MidoNet APl Server

e Three (3) MidoNet Gateway Nodes

e Hypervisors with Midolman

e One 1Gbps IP network handling NSDB traffic

*  One 10Gbps IP network handling Tunnel Zone traffic

*  One 10Gbps IP network handling Public Network traffic

e APl communication vialoopback/localhost network
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reserved
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- Customer public network F 3
should support multi path Router in Fustomer's AS  Router i Customer's AS Router ip Customer's AS
routing (2.g., ECMP)
\J
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Figure 9: Production: Large deployment topology. A 1Gbps IP network carries NSDB; a 10Gbps I P network carries
Tunnel Zonetraffic; and another 10Gbps IP network carries Public Network traffic. A 5-node cluster for NSDB
tolerates 2 server failures, and 3 gateways enable network failover and load balancing/sharing. Servers are bound to
MidoNet in a way similar to Production: Small.

NSDB Data Replication

* NSDB isdeployed in acluster of 5 nodes
e ZooKeeper and Cassandra both have built-in data replication
e Upto 2 server failures tolerated

MidoNet Gateway Failover
* Three paths are available to and from MidoNet, and failover is handled by BGP
MidoNet Gateway L oad Balancing/Sharing

» Load Balancing from MidoNet isimplemented by MidoNet agents (Midolman): portsin a stateful port group with
default routes out are used in a round-robin fashion.

e The customer AS should handle multi path routing in order to support load sharing/balancing to MidoNet; for
example, Equal Cost Multi Path (ECMP).
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Prepare the Network

In order for Eucalyptus to function in your local environment, be sure to prepare your network. To prepare your
network, perform the tasks listed in this section.

Reserve Ports
Eucalyptus components use a variety of portsto communicate. The following table lists the all of the important ports

used by Eucalyptus.

TCP 5005 DEBUG ONLY:: Thisport is used for debugging Eucalyptus (using the - - debug flag).

TCP 8772 DEBUG ONLY: JMX port. Thisis disabled by default, and can be enabled with the - -
debug or - - j nx optionsfor CLOUD_OPTS.

TCP 8773 Web services port for the CLC, user-facing services (UFS), object storage gateway (OSG),
Walrus SC; also used for external and internal communications by the CLC and Walrus.
Configurable with euct I .

TCP 8774 Web services port on the CC. Configured intheeucal ypt us. conf configuration file

TCP 8775 Web services port on the NC. Configured in the eucal ypt us. conf configuration file.

TCP 8777 Database port onthe CLC

TCP 8779 (or next jGroups failure detection port on CLC, UFS, OSG, Walrus SC. If port 8779 is available, it
available port, upto | will be used, otherwise, the next port in the range will be attempted until an unused port is

TCP 8849) found.

TCP 8888 The default port for the Eucalyptus Management Console. Configured in the/ et ¢/
eucal ypt us- consol e/ consol e. i ni file.

TCP 16514 TL S port on Node Controller, required for instance migrations

UDP 7500 Port for diagnostic probing on CLC, UFS, OSG, Walrus SC

UDP 8773 Membership port for any UFS, OSG, Walrus, and SC

UDP 8778 The bind port used to establish multicast communication

TCP/UDP53 DNS port on UFS

UDP 63822 eucanetd binds to localhost port 63822 and uses it to detect and avoid running multiple

instances (of eucanetd)

Note: For information about ports used by MidoNet, see the MidoNet Operations Guide (Category OpenStack can be
ignored).

Verify Connectivity

Verify connectivity between the machines you' |l be installing Eucalyptus on. Some Linux distributions provide
default TCP/IP firewalling rules that limit network access to machines. Disable these default firewall settings before
you install Eucalyptus components to ensure that the components can communicate with one another.

Note: Any firewall running on the CC must be compatible with the dynamic changes performed by Eucalyptus when
working with security groups. Eucalyptus will flush the filter' and 'nat’ tables upon boot.

Verify component connectivity by performing the following checks on the machines that will be running the listed
Eucalyptus components.

1. Verify connection from an end-user to the CLC on TCP port 8773

2. Verify connection from an end-user to Walrus on TCP port 8773

3. Verify connection from the CLC, SC, and NC to SC on TCP port 8773

4. Verify connection from the CLC, SC, and NC to Walrus on TCP port 8773
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Verify connection from Walrus and SC to CLC on TCP port 8777
Verify connection from CLC to CC on TCP port 8774
Verify connection from CC to NC on TCP port 8775

Verify connection from NC to Walrus on TCP port 8773. Or, you can verify the connection from the CC to
Walrus on port TCP 8773, and from an NC to the CC on TCP port 8776

9. Verify connection from public IP addresses of Eucalyptus instances (metadata) and CC to CLC on TCP port 8773

10. Verify TCP connectivity between CLC, Walrus, and SC on TCP port 8779 (or the first available port in range
8779-8849)

11. Verify connection between CLC, Walrus, and SC on UDP port 7500

12. Verify multicast connectivity for |P address 239.193.7.3 between CLC and UFS, OSG, Walrus, and SC on UDP
port 8773

13.1f DNSisenabled, verify connection from an end-user and instance IPsto DNS ports

14.1f you use tgt (iSCSI open source target) for EBSin DAS or Overlay modes, verify connection from NC to SC on
TCP port 3260

© N o’

Configure Dependencies
Before you install Eucalyptus, ensure you have the appropriate dependencies installed and configured.

Configure Bridges

For EDGE networking mode, you must configure a Linux ethernet bridge on al NCs. This bridge connects your local
ethernet adapter to the cluster network. Under normal operation, NCswill attach virtual machine instances to this
bridge when the instances are booted.

To configure abridge on CentOS 7 or RHEL 7, you need to create afile with bridge configuration (for example,
ifcfg-brX) and modify the file for the physical interface (for example, ifcfg-ethX). The following steps describe how
to set up a bridge on both CentOS 7 and RHEL 7. We show examples for configuring bridge devices that either obtain
IP addresses using DHCP or statically.

1. Install thebri dge- uti | s package.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Open the network script for the device you are adding to the bridge and add your bridge device to it. The edited
file should look similar to the following:

____________________________________________________________________________________________________________________

# change the hardware address to match the hardware address your N C uses
HWADDR=00: 16: 76: D6: C9: 45

‘ONBOOT=yes

‘BRI DGE=br 0

‘NM_CONTROLLED=no

____________________________________________________________________________________________________________________

Note: The device name may vary. See the RedHat Networking Guide, Consistent Network Device Naming.

4. Create anew network scriptinthe/ et ¢/ sysconfi g/ net wor k- scri pt s directory calledi f cf g- br 0 or
something similar. The br0 is the name of the bridge, but this can be anything as long as the name of thefileisthe
same as the DEVI CE parameter, and the name is specified correctly in the previously created physical interface
configuration (ifcfg-ethX).

Important: Choose names and use them consistently for all NCs (both the file namei f cf g- br 0 and the
DEVI CE=br 0 inthefile).

e |If you are using DHCP, the configuration will ook similar to:

P e e e e e e e e e e e e e e e e e e e e L]
1
1

DEVI CE=br 0 -
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‘TYPE=Bri dge
'BOOTPROTO=dhcp
‘ONBOOT=yes
:DELAY=0

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

TYPE=Bri dge

'BOOTPROTCO=st ati ¢

| PADDR=st ati c_| P_addr ess
NETMASK=net mask
GATEWAY=gat eway

________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Disable FirewallD on RHEL 7
This topic describes how to stop and disable FirewalID on RHEL 7.

Prerequisites
* You should have successfully installed RHEL 7 before this task.

If you have existing firewall rules on your host machines, you must disable the firewall in order to install Eucalyptus.
Y ou should re-enable it after installation.

Note: Thefirewall on aRHEL 7 system is enabled by default. Before you restart the CLC, you must disable the
firewalld service on al host machines.

For more information, see FirewallD on RHEL 7 or FirewallD on CentOS.
To stop and disable FirewallD
1. Check the status of the firewalld service:

____________________________________________________________________________________________________________________

The status displaysasacti ve (running) ori nactive (dead).
2. If thefirewall is active / running, enter this command to stop it:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Loaded: |oaded (/usr/lib/systend/system firewalld.service; disabled;
. vendor preset: enabl ed)
Active: inactive (dead)

____________________________________________________________________________________________________________________

5. Repeat these steps for all host machines.

Thefirewalld serviceis stopped and disabled. Y ou can now start the CL C and other host machines.
Postrequisites

* You should re-enable the firewall after installation is complete.
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Configure NTP

Eucalyptus requires that each machine have the Network Time Protocol (NTP) daemon started and configured to run
automatically on reboot.

TouseNTP:

Install NTP on the machines that will host Eucalyptus components.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Save and close thefile.
Synchronize your server.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Repeat on each host machine that will run a Eucalyptus service.

Configure Java
Eucalyptus Java services include the CLC, UFS, OSG, Walrus, and SC.

For the supported version of the Java Virtual Machine (JV M), see the Compatibility Matrix in the Release Notes.

Asof Eucalyptus 4.3, VM 8 is required. Eucalyptus RPM packages require java-1.8.0-openjdk, which will be
installed automatically.

Note: If your network modeis VPCMIDO, MidoNet will install VM 1.7 as a dependency (it is acceptable to have
both VM 1.7 and VM 1.8 installed).

To use Java with Eucalyptus cloud:

1
2.

4,
5.

Openthe/ et c/ eucal ypt us/ eucal ypt us. conf file

Verify that the CLOUD_OPTS setting does not set - - j ava- homne, or that - - j ava- hone pointsto a supported
JVM version.

Note: Althoughitispossibleto set - - j ava- homre, we do not recommend it unless there is a specific reason to
do so.

If you are upgrading to Eucalyptus 4.3, note that Java 8 does not have permanent generation memory. Remove
any JAVA_OPTS MaxPer nSi ze settings at upgrade time.

Save and close thefile.
Repeat on each host machine that will run a Eucalyptus service.

Configure an MTA

All machines running the Cloud Controller must run amail transport agent server (MTA) on port 25. Eucalyptus uses
the MTA to deliver or relay email messages to cloud users email addresses.

Y ou can use Sendmail, Exim, postfix, or something simpler. The MTA server does not have to be able to receive
incoming mail.
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Many Linux distributions satisfy this requirement with their default MTA. For details about configuring your MTA,
go to the documentation for your specific product.

To test your mail relay for localhost, send email to yourself from the terminal using mai | .

Install Midokura Enterprise MidoNet
Eucalyptus requires MidoNet to enable VPC functionality. This section describes how to install Midokura Enterprise
MidoNet for use with Eucalyptus.

Note: If you are not using VPC with Eucalyptus, you do not need to install Midokura Enterprise MidoNet. See
Configure EDGE Network Mode.

Before you begin:

» Seethe Planning your Network section of the guide to create a map of how MidoNet / Eucalyptus will be
deployed into your environment.

e Seethe MidoNet Installation Guide to become familiar with the general Midokura Enterprise MidoNet installation
procedure and concepts.

Prerequisites
Thistopic discusses the prerequisites for installing Midokura Enterprise MidoNet.

Important: Seethe Compatibility Matrix in the Release Notes for supported versions.

Y ou need to configure software repositories and install Network State Database (NSDB) services: ZooK eeper and
Cassandra.

Repository Access

In order to use MidoNet with Eucalyptus you need access credentials to the Midokura repositories. Contact Midokura
Sales for access.

Create/ et ¢/ yum r epos. d/ mi dokur a. r epo on all host machines that will run MidoNet components
including ZooK eeper and Cassandra. For example:

nanme=M doRepo

baseur| =ht t p: / / USERNAVE: PASSWORD@ epo. mi dokur a. con’ nem 5. 2/ st abl e/ el 7/
:enabl ed=1

gpgcheck=1

_______________________________________________________________________________________________________________________

See MidoNet Repository Configuration.

ZooKeeper
MidoNet uses Apache ZooK eeper to store critical path data about the virtual and physical network topology.

For asimple single-server installation, install ZooK eeper on any server that is | P accessible from all Midolman agents
(for example: on the CLC host machine itself). Y ou can also cluster ZooK eeper for fault tolerance. See MidoNet
NSDB ZooK eeper Installation.

Enable and start the ZooK eeper service before installing the other MidoNet services.

Cassandra
MidoNet uses Apache Cassandra to store flow state information.

For asimple single-server installation, install Cassandra on any server that is |P accessible from all Midolman agents
(for example: on the CLC host machine itself). Y ou can also cluster Cassandra for fault tolerance. See MidoNet
NSDB Cassandra | nstallation.

Enable and start the Cassandra service before installing the other MidoNet services.
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MidoNet Component Topology
Thistopic lists topology recommendations for installing Midokura Enterprise MidoNet.

Note: See Understanding VPCMIDO and MidoNet for more information on MidoNet.

* The midonet-api must run co-located with the Eucalyptus Cloud Controller (CLC).

« Each Node Controller (NC) must run a Midolman agent.

e The Cloud Controller (CLC) must run a Midolman agent.

e Itisrecommended that your User Facing Services (UFS) host be used as the MidoNet Gateway (i.e., running a
Midolman agent) when configuring Eucalyptus.

» The network interface(s) specified as Ext er nal Devi ce* (inthennet wor k. j son configuration file) should be
dedicated for Eucalyptus’MidoNet (for configuration/operation/use).

» Eucalyptus/MidoNet expects exclusive use of the network interface specified in Ext er nal Devi ce.

« |f the main network interface of a server is specified in Ext er nal Devi ce, most likely the connectivity to that
server will be lost once Eucalyptusis deployed.

» If you have only one interface on your host, then you need to follow the instructions from Midokura on
setting up a veth pair so that MidoNet can take over avirtual interface rather than a physical one, asin this
example (for Eucalyptusinstalls, you can skip step 6, "Create a port on the MidoNet Provider Router..." in the
Midokura Static Setup instructions).

* |n Eucalyptus 4.4, Ext er nal Devi ce replaces Gat ewayl nt er f ace in 4.3 and prior releases.

Eucalyptus 4.3 Network JSON Example

Note: This Eucalyptus 4.3 version of the VPCMIDO net wor k. j son fileis still accepted, however we strongly
encourage use of the updated Eucalyptus 4.4 template instead. See Configure VPCMIDO Network Mode.

The following Eucalyptus 4.3 network JSON templ ate file shows a sample VPCMIDO mode configuration:

.......................................................................................................................

"I nstanceDnsServers": |
"UFS_HOST"

|

"Mdo": {
"Eucanet dHost": "cl cfrontend",
"Gat ewayHost ": "ufsfrontend",
"Gatewayl P': "172.19.0.2",
"Gat ewayl nterface": "vethl",
"PublicGatewayl P': "172.19.0.1",
"Publ i cNetwor kG dr": "172.19. 0.0/ 30"

}1

"Mode": "VPCM DO',

"Publiclps": [
"PUBLI C_I PS"

o

......................................................................................................................

Install MidoNet for Eucalyptus

This topic shows how to install Midokura Enterprise MidoNet for use in your Eucalyptus cloud.
Install the MidoNet Cluster on the Cloud Controller (CLC)

This topic describes how to install the MidoNet Cluster.

MidoNet Cluster services provide a means to manage MidoNet functions that MidoNet agents (Midolman) are
unable to perform on their own. MidoNet Cluster services include state synchronization of VXLAN gateways and the
MidoNet REST API. A MidoNet v5 deployment requires at least one MidoNet cluster node, and since it replaces the
MidoNet APl webapp (which was hosted by tomcat in MidoNet v1 series), it must be co-located on the CLC host
machine in Eucalyptus deployments.

For security reasons, the MidoNet REST API is accessed only on the CLC (localhost interface).
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Toinstall the MidoNet Cluster onthe CLC

1. Addthe MidoNet repo file as described in Prerequisites.
2. Install MidoNet Cluster packages.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Editthe/ et ¢/ mi donet/ mi donet . conf fileto set the ZooK eeper host IP(s). Replace
ZOOKEEPER_HOST_IPin the following example:

____________________________________________________________________________________________________________________
____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

zookeeper {
. zookeeper _hosts = “ZOOKEEPER_HOST: 2181"
i

icassandra {
servers = “CASSANDRA HOST"

____________________________________________________________________________________________________________________
--------------------------------------------------------------------------------------------------------------------
____________________________________________________________________________________________________________________
--------------------------------------------------------------------------------------------------------------------
____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Install Midolman on Eucalyptus components
This topic describes how to install the Midolman agent.

Midolman is the MidoNet Agent, which is a daemon that runs on al hosts where traffic enters and leaves MidoNet.
The Midolman agent is required on the Cloud Controller (CLC), Node Controllers (NCs), and any host that isa
MidoNet Gateway node (e.g., UFS).

Toinstall Midolman agent

1. Editthe/ et ¢/ m dol man/ m dol man. conf fileto set the ZooK eeper host I P(s). Replace
ZOOKEEPER_HOST _IP in the following example:

____________________________________________________________________________________________________________________
____________________________________________________________________________________________________________________
____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Configure a Midolman resource usage template.

For large Eucalyptus clouds, use the agent-compute-large template. For standard (small or medium) Eucalyptus
clouds, use the default template. For gateway nodes, use the agent-gateway templates.

Tip: For production environments, large templates are recommended.

See the Midolman Installation documentation for more information.

a) Choose the Midolman resource usage template name, based on the size and type of installation:

g e e e e e e e IaaREREEEE e SRR e i 1

agent - conput e- | ar ge i
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agent - conput e- medi um
:agent - gat eway- | ar ge
:agent - gat eway- medi um
def aul t

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

Create a tunnel zone in MidoNet and add hosts
This topic describes how to create a MidoNet tunnel zone.

In MidoNet, atunnel zoneis an isolation zone for hosts. Physical hosts that are members of a given tunnel zone
communicate directly with one another and establish network tunnels as needed, and on demand. These network
tunnels are used to transport overlay traffic (e.g., inter-VM communication) and isolate the underlay physical network
communication (i.e., inter-physical hosts communication). On a Eucalyptus deployment, one MidoNet tunnel zone is
expected with the IP address on the physical network designated to carry VM traffic being used when configuring its
members. Eucalyptus accepts the following tunnel zone names:

e eucatz
e eucatz
e midotz
e mido-tz

For more information, see What are Tunnel Zones?

To createatunnel zonein MidoNet
1. Log into the MidoNet shell. For example:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

url =http://127.0.0.1: 8080/ ni donet - ap

m donet > tunnel -zone add nane eucatz type gre
'm donet > tunnel - zone i st

tzone tzoneO nanme eucatz type gre

m donet > host |i st

‘host host0 name nodel alive true

‘host host1l nane clcfrontend alive true

host host2 nanme node2 alive true

____________________________________________________________________________________________________________________

Y ou should see a host listed for each of your Node Controllers and for your User Facing Service host; if not,
check the/ var /| og/ mi dol man/ ni dol man. | og log file on the missing hosts to ensure there are no error
messages.

3. After verifying all your hosts are listed, add each host to your tunnel zone as follows. Replace HOST_N_IP
with the IP of your Node Controller or User Facing Service host that you used to register the component with
Eucalyptus:

...................................................................................................................

____________________________________________________________________________________________________________________

Y ou are now ready to install and configure Eucalyptus to use this MidoNet installation.
Additional ZooKeeper Configuration
Ongoing data directory cleanup is required for ZooK eeper.

The following parameters should be added in/ et ¢/ zookeeper / zoo. cf g for automatic purging of the
snapshots and corresponding transaction logs:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
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For more information, see ZooK eeper Admin Guide, Ongoing Data Directory Cleanup.

Install Repositories

This section guides you through installing Eucalyptus from RPM package downloads.

Thefirst step to installing Eucalyptus is to download the RPM packages. When you're ready, continue to Software
Signing.
The following terminology might help you as you proceed through this section.

Eucalyptus open sour ce software — Eucalyptus rel ease packages include the freely available components, which
enable you to deploy a Eucalyptus cloud.

Eucalyptus enterprise software — Paid subscribers have access to additional software features (for example, SAN
support). If you are a subscriber, you receive an entitlement certificate and a private key that allow you to download
Eucalyptus subscription software. (Everybody receives a GPG public key to be used to verify the software integrity.)

Euca2ools CLI — Eucaools is the Eucalyptus command line interface for interacting with web services. It is
compatible with many Amazon AWS services, so can be used with Eucalyptus as well as AWS.

RPM and YUM and software signing — Eucalyptus CentOS and RHEL download packages arein RPM (Red Hat
Package Manager) format and use the Y UM package management tool. We use GPG keys to sign our software
packages and package repositories.

EPEL software — EPEL (Extra Packages for Enterprise Linux) are free, open source software, which is fully
separated from licensed RHEL distribution. It requires its own package.

Software Signing
This topic describes Eucalyptus software signing keys.
We use anumber of GPG keysto sign our software packages and package repositories. The necessary public keys are

provided with the relevant products and can be used to automatically verify software updates. Y ou can also verify the
packages or package repositories manually using the keys on this page.

Usether pm - - checksi g command on adownload file to verify a RPM package for an Eucalyptus product. For
example:

_______________________________________________________________________________________________________________________

Follow the procedure detailed on Debian's SecureApt web page to verify a deb package for an Eucalyptus product.
Please do not use package signing keys to encrypt email messages.

The following keys are used for signing Eucalyptus software:

€1240596: Eucalyptus Systems, Inc. (release key) <security@eucalyptus.com>
Thiskey isused for signing Eucalyptus products released after July 2011 and their updates.

« Download from Eucalyptus
«  Download from pgp.mit.edu
e Fingerprint: 8639 B2D2 11BB 930D 16A2 D654 BE26 4D09 Cl24 0596

0260cfde: Eucalyptus Systems, Inc. (pre-release key) <security@eucalyptus.com>
Thiskey isused for signing Eucalyptus pre-rel ease products due for release after July 2011.

« Download from Eucalyptus
«  Download from pgp.mit.edu
e Fingerprint: 7363 5F5A 9531 308B E83D 3413 8B94 DFB5 0260 CF4E
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9d7b073c: Eucalyptus Systems, Inc. (nightly release key) <security@eucalyptus.com>
Thiskey isused for signing nightly builds of Eucalyptus products published after July 2011.

« Download from Eucalyptus
» Download from pgp.mit.edu
» Fingerprint: 708C DB7C BO8A 204E CACB FAGA 4882 7EF9 9DrB 073C

Install Eucalyptus Release Packages
To install Eucalyptus from release packages, perform the tasks listed in thistopic.

Prerequisites
* The prerequisite hardware and software should be in place and available to Eucalyptus.
Toinstall Eucalyptus from release packages

1. Configure the Eucalyptus package repository on each host machine that will run a Eucalyptus service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter y when prompted to install this package.

2. (Optional) If you are a Eucalyptus subscriber, you will receive two RPM package files containing your license for
subscription-only services. Install these packages on each host machine that will run a Eucalyptus service. Install
the license files to access the enterprise repository.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Configure the Euca2o0ls package repository on each host machine that will run a Eucalyptus service or
Euca2ools:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter y when prompted to install this package.
4. Configure the EPEL package repository on each host machine that will run a Eucalyptus service or Euca2ools:

For RHEL/CentOS 7.3

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter y when prompted to install this package.
For RHEL/CentOS 7.4 and higher

____________________________________________________________________________________________________________________

Enter y when prompted to install this package.
5. If you areinstalling on RHEL 7, you must enable the Optional repository in Red Hat Network for each NC, as
follows:
a) Go to http://rhn.redhat.com and navigate to the system that will run the NC.
b) Click Alter Channel Subscriptions.
¢) Makesurethe RHEL Server Optional check-box is selected.
d) Click Change Subscriptions.
6. Thefollowing steps should be performed on each NC host machine.
a) Install the Eucalyptus Node Controller software on each NC host:

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

b) Remove the default libvirt network. This step alows the eucanetd dhcpd server to start.
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________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

¢) Check that the KVM device node has proper permissions.

Run the following command:

______________________________________________________________________________________________________________

-

_______________________________________________________________________________________________________________

"

________________________________________________________________________________________________________________

If your KVM device node does not have proper permissions, you need to reboot your NC host.
7. On each CLC host machine, install the Eucalyptus Cloud Controller software.

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

Thisinstalls worker images for both the load balancer and imaging services.
9. On the UFS host machine, install the Eucalyptus Cloud Controller software.

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

The Management Console can run on any host machine, even one that does not have other Eucalyptus services.
For more information, see the Console Guide.

11. Ingtall the software for the remaining Eucalyptus services. The following example shows services being installed
on the same host machine. We recommend that you use a different host machine for each service, when possible:

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

Thisinstalls the cloud controller (CC), storage controller (SC), and Walrus Backend services.

12. (Optional) If you are a subscriber and use a SAN, run the appropriate command for your device on each CLC host
machine:

For HP 3PAR SAN:

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

___________________________________________________________________________________________________________________

-

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

13. (Optional) If you are a subscriber and use a SAN, run the appropriate command for your device on each SC host
machine:

For HP 3PAR SAN:

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

___________________________________________________________________________________________________________________

-

___________________________________________________________________________________________________________________

"

____________________________________________________________________________________________________________________

Y our package installation is compl ete.

CC-BY-SA, Eucalyptus Cloud



Eucalyptus | Eucalyptus Installation | 43

Y ou are now ready to Configure Eucalyptus.

Configure Eucalyptus

This section describes the parameters you need to set in order to launch Eucalyptus for the first time.

Thefirst launch of Eucalyptusis different than arestart of a previously running Eucalyptus deployment in that it sets
up the security mechanisms that will be used by the installation to ensure system integrity.

Eucalyptus configuration is stored in atext file, / et ¢/ eucal ypt us/ eucal ypt us. conf , that contains key-
value pairs specifying various configuration parameters. Eucalyptus reads this file when it launches and when various
forms of reset commands are sent it the Eucalyptus components.

Important: Perform the following tasks after you install Eucalyptus software, but before you start the Eucalyptus
services.

Configure SELinux
Security-Enhanced Linux (SELinux) is a security feature for Linux that allows you to set access control through
policies. Eucalyptus 4.4 packages automatically install SELinux policy for Eucalyptus on RHEL 7 and CentOS 7.

We recommend enabling SELinux on host systems running Eucalyptus 4.4 services to improve their security on
RHEL 7. Enabling SELinux, as described in this topic, can help contain break-ins. For more information, see RedHat
SELinux documentation.

Y ou need to set boolean values on Storage Controller (SC) and Management Console host machines. If your network
mode is VPCMIDO, you also set a boolean value on the Cloud Controller (CLC) host machines.

To configure SELinux on Eucalyptus 4.4:

1. On each Storage Controller (SC) host machine, run the following command:

____________________________________________________________________________________________________________________

This alows Eucayptus to manage EBS volumes.
2. On each Management Console host machine, run the following command:

____________________________________________________________________________________________________________________

This alows the Management Console€'s HTTP proxy to access the back end.
Tip: If you can't access the console after starting it, this KB article might help: Cannot access eucaconsole when
SELinux set to enforcing.

3. If your cloud uses VPCMIDO networking mode, on the Cloud Controller (CLC), run the following command:

____________________________________________________________________________________________________________________

Thisalowsthe CLC's HTTP proxy to access the back end.
SELinux is now configured and ready to use with your Eucalyptus 4.4 cloud.

Configure Network Modes
This section provides configuration instructions for Eucalyptus networking modes.

Eucalyptus overlays avirtual network on top of your existing network. In order to do this, Eucalyptus supports these
networking modes; EDGE (AWS EC2 Classic compatible) and VPCMIDO (AWS VPC compatible).

Configure EDGE Network Mode
Thistopic provides configuration instructions for Eucalyptus EDGE network mode. Eucalyptus requires network
connectivity between its clients (end-users) and the cloud components (e.g., CC, CLC, and Walrus).

Note: If you are not using EDGE mode with Eucalyptus, you can skip this topic. See Configure VPCMIDO Network
Mode.
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To configure Eucalyptus for EDGE mode, most networking configuration is handled through settingsin a global

Cloud Controller (CLC) property file.

The/ et c/ eucal ypt us/ eucal ypt us. conf file contains some network-related options in the “ Networking
Configuration” section. These options use the prefix VNET_. The most commonly used VNET options are described

in the following table.

The most commonly used VNET options are described in the following table.

Option Description Component

VNET_BRI DGE Thisisthe name of the bridge interface to which Node
instances network interfaces should attach. A physical | controller
interface that can reach the CC must be attached to this
bridge. Common setting for KVM isbr 0.

VNET_DHCPDAEMON The 1SC DHCP executable to use. Thisisset to adistro- | Node
dependent value by packaging. The internal defaultis/ | controller
usr/ sbi n/ dhcpd3.

VNET_MODE The networking mode in which to run. The same mode | All CCsand
must be specified on all CCsand NCsin your cloud. NCs
Valid values; EDGE

VNET_PRI VI NTERFACE The name of the network interface that is on the same Node
network as the NCs. Controller
Default: et hO

VNET_PUBI NTERFACE Thisis the name of the network interface that is Node
connected to the same network as the CC. Depending on | controller
the hypervisor's configuration this may be abridge or a
physical interface that is attached to the bridge.

Default: et hO

You must edit eucal ypt us. conf onthe Cluster Controller (CC) and Node Controller (NC) hosts. Y ou must also
create a JSON file and upload it the Cloud Controller (CLC).

Configure the CC

1. LogintotheCC and openthe/ et ¢/ eucal ypt us/ eucal ypt us. conf file.
2. Goto the Network Configuration section, uncomment and set the following:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Savethefile.
4. Repeat on each CC in your cloud.

Configure the NC

1. Logintoan NC machine and openthe/ et c/ eucal ypt us/ eucal ypt us. conf file
2. Goto the Network Configuration section, uncomment and set the following parameters:

____________________________________________________________________________________________________________________

VNET_PUBI NTERFACE"
VNET_BRI DGE

____________________________________________________________________________________________________________________
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'VNET_PRI VI NTERFACE=" br 0"
VNET_PUBI NTERFACE=" br 0"
VNET_BRI DGE="br 0"

____________________________________________________________________________________________________________________

3. Savethefile.
4. Repeat on each NC.
Create the Network JSON File

To configure the rest of the EDGE mode parameters, you must create anet wor k. j son configuration file. Later in
theinstallation process you will Upload the Network JSON Configuration File to the CLC.
1. Create the network JSON file.

a) Open atext editor.
b) Create afile similar to the following structure. Substitute comments for your system settings. See examples at

the end of thistopic.

{ _

+ "l nstanceDnsDomain": ""

: "_comment": "Internal DNS domain used for instance private DNS nanmes"
© "lnstanceDnsServers": [],

; " _comment": "A list of servers that instances receive to resolve

; DNS names"

© "Publiclps": [],

; " _conment": "List of public IP addresses”

. "Subnets": [1, ;
: " _comment": "Subnets you want Eucal yptus to route through the private :
; network rather than the public"”

: "MacPrefix": "",

; "_conment": "First 2 octets of any VMs nmac address | aunched"
. "Clusters": [

] " conment": "A list of cluster objects that define each

; avai lability zone (AZ) in your cloud"

i {

5 “Name": ",

: "_comment”: "Name of the cluster as it was registered”

: "Subnet": {

; " conment": "Subnet definition that this cluster will use for
] privat e addressing"

5 "Name": ",

; "_comment": "Arbitrary name for the subnet”

: "Subnet": "",

5 "_comment": "The subnet that will be used for private

; addr essi ng"

: "Net mask": "",

E " _comment": "Netnmask for the subnet defined above"

; "Gateway": "",

p _coment": "CGateway that will route packets for the

: private subnet"

: o

: "Privatel ps": []

: " _comment": "Private IPs that will be handed out to instances
] as they | aunch”

5 b,

]

1

________________________________________________________________________________________________________________

2. Savethenet wor k. j son file.

The following exampleisfor a setup with one cluster (AZ), called PARTIQ0, with aflat network
topology.
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For amulti-cluster deployment, add an additional cluster to your configuration for each cluster you
have. The following example has an two clusters, PARTI00 and PARTIO1.

.

"I nst anceDnsDonmai n": "eucal yptus.internal ",
"I nstanceDnsServers": ["10.1.1.254"],

"MacPrefix": "doO:0d",

"Publiclps": [
"10.111.101. 84",
"10.111.101. 91",
"10.111.101. 92",
"10.111. 101. 93"

] L]
"Subnets": |

] il
"Clusters": [
{
"Nane": "PARTI 00",
" Subnet " :
"Nanme": "10.111.0.0",
"Subnet": "10.111.0.0",
"Net mask": "255.255.0.0",
"Gateway": "10.111.0.1"
}!
"Privatel ps": [
"10. 111. 101. 94",
"10.111.101. 95"
]
}

"I nst anceDnsDonmai n": "eucal yptus.internal ",
"I nstanceDnsServers": ["10.1.1.254"],

"Publiclps": [
"10.111.101. 84",
"10.111.101. 91",
"10.111.101. 92",
"10.111. 101. 93"

] il
"Subnets": |

"Clusters": [

{

"Name": " PARTI 00",

"MacPrefix": "doO:0d",

" Subnet ":

"Narme": "10.111.0.0",
"Subnet": "10.111.0.0",
"Net mask": "255.255.0.0",
"Gateway": "10.111.0.1"

%

"Privatel ps": [
"10.111.101. 94",
"10.111.101. 95"

]

k.
{

"Nanme": "PARTI 01",
"MacPrefix": "doO:0d"
"Subnet": {

"Name": "10.111.

....................................................................................................

....................................................................................................

....................................................................................................

0.0",

"Subnet": "10.111.0.0",
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"Net mask": "255.255.0.0",
"Gateway": "10.111.0.1"
}1
"Privatel ps": [
"10.111.101. 96",
"10.111.101. 97"

o

....................................................................................................

Configure VPCMIDO Network Mode
This topic provides configuration instructions for Eucalyptus VPCMIDO network mode. Eucalyptus requires network
connectivity between its clients (end-users) and the cloud components (e.g., CC, CLC, and storage).

Note: If you are not using VPCMIDO mode with Eucalyptus, you can skip this topic. See Configure EDGE Network
Mode.

To configure VPCMIDO mode parameters, you must create anet wor k. j son configuration file. Later in the
installation process you will Upload the Network JSON Configuration File to the CLC.
1. Create the network JSON file.

a) Open atext editor.

b) Create afile similar to the following structure. This example demonstrates two gateways and two BGP peers
(sections relevant to VPCMIDO are shown here).

________________________________________________________________________________________________________________

{

; "Mdo": {

: "BgpAsn": "64512",

E "Gat eways": [

"lp*: "10.111.5. 11",

: "Ext er nal Devi ce": "enil. 116",

; "External G dr": "10.116.128.0/17",
: "External I p"*: "10.116.133. 11",
; "BgpPeer | p": "10.116.133.173",
; " BgpPeer Asn": "65000",

: "BgpAdRout es": [

: "10. 116. 150. 0/ 24"

5 ]

; H

: {

] "I p": "10.111.5. 22",

: "Ext ernal Device": "enl. 117",

; "External G dr": "10.117.128.0/17",
: "External I p"*: "10.117.133. 22",
: "BgpPeer | p": "10.117.133.173",
; "BgpPeer Asn": "65001",

: "BgpAdRout es": [

"10.117. 150. 0/ 24"

E ]

i ] }

] "Mode": "VPCM DO',

! "Publiclps":

"10.116. 150. 10-10. 116. 150. 254",

5 "10.117.150. 10-10. 117. 150. 254"

: ]

L)

3

©

2. Savethenet wor k. j sonfile.

_______________________________________________________________________________________________________________
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The following example demonstrates a gateway with static routing configuration. This
configuration might be used for a Proof of Concept (POC) environment; however, it is not
recommended for production.

.....................................................................................................

{

; "Mdo": {

! "Gat eways": |

: {

; “Ip": "10.111.5.11",

| "Ext er nal Devi ce": "enil. 116",

: "External CGidr": "10.116.128.0/17",
; "External I p": "10.116.133.11",

b "External Routerlp": "10.116.133.173"
: }

: ]

: iy

: "Mode": "VPCM DO',

] "Publicl ps":

! "10.116. 150. 10-10. 116. 150. 254"

: ]

¥

.....................................................................................................

VPCMIDO Gateway Configuration Parameters
Thistopic provides detailed configuration parameter information for Eucalyptus VPCMIDO network mode.

Eucalyptus VPCMIDO Gateway Configuration
The following table provides alist of VPCMIDO parameters.

Parameter Description Validation

BgpAsn (Optional) Global BGP configuration* | Private use blocks recommended, but
owners of public ASNs can use public
ASNSs or other blocksif they wish.

* Vadidrangeis1 - 4294967295.

BGP Autonomous System Number
assigned (to be decided by Eucalyptus
administrator/installer) for this Eucalyptus
VPCMIDO deployment. Private ASN
range should be used:

» 16-bit: 64512 - 65534
o 32-bit: 131072 - 4199999999

(RFC6996)
Gat eways (The VPCMIDO gateway parameters are | Per MidoNet/BGP limitation, a maximum
below.) of 6 MidoGateways can be used.
Ip Internal |P address of Mido Gateway e Mus beavalid IP address.

(not to be confused with the IP address
of the gateway interface used in external
communications).

e Must bealive IP address configured
on the machine.

Note: Replaces 4.3 Gat eway Host
parameter.
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Parameter

Ext er nal Devi ce

Description

Device name of Mido Gateway interface
that is physically connected to the external
network (i.e., has L2 connectivity to the
infrastructure router or BGP peer). This
interface is dedicated for MidoNet use
(Mido Gateway Operating System should
not have control of this device).

Note: Replaces 4.3
Gat ewayl nt er f ace parameter.
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Validation

Must be avalid network interface
connected to the network where L2
communication with BgpPeer | p
(or Ext er nal Rout er | p) can be
established.

Ext ernal G dr CIDR block used in the external routing. | Must be avalid CIDR block.
Note: Replaces 4.3
Publ i cNet wor kCi dr parameter.
External I p | P address to be configured on e Must be avalid and unused | P address.

Ext er nal Devi ce by eucanetd. Its
subnet is as specified in Ext er nal G dr
(Ext er nal G dr must contain

Ext er nal | p).

Note: Replaces 4.3 Gat eway| P
parameter.

¢ Must bewithin Ext er nal C dr.

¢ Must not be anetwork or broadcast
address.

Ext ernal Routerlp

IP address of an external router (for
static configuration). Thisisthe router IP
address used in default routes for traffic
originating from MidoNet.

Note: Partialy replaces 4.3
Publ i cGat ewayl p parameter.

e Must beavalid and unused I P address.

e Must bewithin Ext ernal G dr.

* Must not be anetwork or broadcast
address.

» Either Ext er nal Rout erl p or
BgpPeer | p isrequired.

BgpPeer | p (Optional) BGP configuration * + Must beavalid and unused I P address.
IP address of a BGP peer. Thisisthelp |* Must bewithin Ext er nal Gi dr..
address to where MidoNet router will * Must not be anetwork or broadcast
attempt to establish a BGP session. address.

R » Either Ext er nal Routerl p or
Note: _Partlally replaces 4.3 BgpPeer I p is required.
Publ i cGat ewayl p parameter.
BgpPeer Asn (Optional) BGP configuration * Validrangeis 1 - 4294967295.

BGP peer ASN for this MidoGateway.
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Parameter

BgpAdRout es
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Description Validation

(Optional) BGP configuration * Each entry must be avalid CIDR block.

A list of CIDR blocks delegated to this
Eucayptus VPCMIDO deployment.
VPCMIDO BGP will be configured

to advertise these routes. Eucalyptus
public IPs must be within these CIDR
blocks. The same list can be used for all
MidoGateways. The advantage of having
aseparate list per MidoGateway is that

it allows different MidoGatewaysto be
responsible for different CIDR blocks. If
the same list of CIDR blocks is used for
all MidoGateways, MidoNet built-in load
sharing/balancing mechanism is used.

Publ i cl ps

The public IP address ranges associated .  with BGP:

with VPCMIDO.
» Each public IP must be within one

of the CIDR blocks in the union of
al BgpAdRout es entries.
e Must beavalid IP address range.
e Must not contain network
or broadcast address of the
CIDR blocksin the union of all
BgpAdRout es.
e Without BGP: On-premise
infrastructure must route al Publiclps
to one of the MidoGateways.

* BGP parameters are optional but recommended for production. Static configuration can be used for a Proof of
Concept (POC) environment; however, it is not recommended for production.

Gateways with BGP require BgpPeer Asn, BgpAdRout es, and BgpAsn. If al gateways are static (no BGP),
BgpAsn isoptional. A gateway with BGP has BgpPeer Asn and BgpAdRout es parameters, a static gateway does

not.

Create Scheduling Policy

This topic describes how to set up the Cluster Controller (CC) to choose which Node Controller (NC) to run each new

instance.

1. IntheCC, openthe/ et c/ eucal ypt us/ eucal ypt us. conf file.
2. Inthe SCHEDPOLI CY= parameter, set the value to one of the following:

Option
GREEDY

ROUNDRCBI N

Description

When the CC receives a new instance run request, it
runs the instance on the first NC in an ordered list of
NCs that has capacity to run the instance. At partial
capacity with some amount of churn, this policy
generaly resultsin a steady state over time where some
nodes are running many instances, and some nodes are
running few or no instances.

(Default) When the CC receives anew instance run
request, it runsthe instance on the next NC in an
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Option Description
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ordered list of NCs that has capacity. The next NC is
determined by the last NC to have received an instance.
At partial capacity with some amount of churn, this
policy generaly resultsin a steady state over time
where instances are more evenly distributed across the

set of NCs.
Savethefile.

Start Eucalyptus

Start the Eucalyptus services in the order presented in this section.

Make sure that each host machine you installed a Eucalyptus service on resolves to an | P address. Edit the/ et ¢/
host s fileif necessary.

Start the CLC

Prerequisites
Y ou should have installed and configured Eucalyptus before starting the CLC.
Toinitialize and start the CLC

1
2.

Log in to the Cloud Controller (CLC) host machine.
Enter the following command to initialize the CLC:

Note: If you are upgrading and you just restored your cloud data, do not initialize the CLC; skip this step.

Important: Make sure that the eucal ypt us- cl oud processis not running before executing this command.

__________________________________________________________________________________________

__________________________

This command might take a minute or more to finish. If it fails, check / var / | og/ eucal ypt us/ cl oud-

out put. | og.
If you want the CLC serviceto start at each boot-time, run this command:

............

............

If you are running in VPCMIDO networking mode:
a) If you want the eucanetd service to start at each boot-time, run this command:

............

............

Start the UFS

Prerequisites
Y ou should have installed and configured Eucalyptus before starting the UFS.
Tostart the UFS

1. Logintothe User-Facing Services (UFS) host machine.

2.

If you want the UFS service to start at each boot-time, run this command:

___________________________

___________________________

__________________________

__________________________
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____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. Repesat for each UFS host machine.

Start Walrus
Prerequisites
Y ou should have installed and configured Eucalyptus before starting the Walrus Backend.

Note: If you not using Walrus as your object storage backend, or if you installed Walrus on the same host as the
CLC, you can skip this.

To start theWalrus

1. If youwant the Walrus Backend service to start at each boot-time, run this command:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Start the CC
Prerequisites
Y ou should have installed and configured Eucalyptus before starting the CC.
Tostart theCC

1. Loginto the Cluster Controller (CC) host machine.
2. If you want the CC service to start at each boot-time, run this command:

____________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________

o

____________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________

o

4. If you have amulti-zone setup, repeat this step on the CC in each zone.

Start the SC
Prerequisites
Y ou should have installed and configured Eucalyptus before starting the SC.
Important: If you arere-installing the SC, restart the tgt (iSCSI open source target) daemon.
Note: If you installed SC on the same host as the CLC, you can skip this.
Tostart the SC

1. Loginto the Storage Controller (SC) host machine.
2. If you want the SC service to start at each boot-time, run this command:

____________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________

o

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Note: Eucalyptus depends on tgtd to create and manage Eucalyptus block storage volumes when the storage
provider is either DAS or Overlay.
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4. Enter the following commands to start the SC:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

5. If you have a multi-zone setup, repeat this step on the SC in each zone.

Start the NC
Prerequisites
Y ou should have installed and configured Eucalyptus before starting the NC.
Tostart the NC

1. Loginto the Node Controller (NC) host machine.
2. If you want the NC service to start at each boot-time, run this command:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. If you are running in EDGE networking mode:
a) If you want the eucanetd service to start at each boot-time, run this command:

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

5. Repeat for each NC host machine.

Start the Management Console
Prerequisites

Before you start the Management Console, ensure that you have reviewed the Things Y ou Need to Do to Get the
Console Running in the Management Console Guide.

Tip: If you plan on running multiple Management Console host machines, we recommend turning off the default
memcached in your console.ini file. See Configure Memcached for details.

1. Loginto the Management Console host machine.
2. If you want the console service to start at each boot-time, run this command:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. Repeat for each Management Console host machine.

Verify the Startup

At this point, all Eucalyptus services are enabled and starting up. Some of these services perform intensive
initialization at start-up, particularly the first time they are started. Y ou might have to wait afew minutes until they
are fully operational.

One quick way to determine if the components are running is to run netstat on the various hosts and ook to see when
the service ports are allocated to a process. Specifically, the CLC, Walrus, and the SC allocate ports 8773. The CC
listens to port 8774, and the NC uses port 8775.

Verify that everything has started without error. Expected outcomes include:
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e TheCLCislistening on port 8773

* Walrusislistening on port 8773

e TheSCislistening on port 8773

e TheCCislistening on port 8774

e TheNCsarelistening on port 8775

« Logfilesare being writtento/ var /| og/ eucal ypt us/

Register Eucalyptus Services

This section describes how to register Eucalyptus services.

Note: If you are upgrading, proceed to the Register the Node Controllers section. (Y ou don't need to register the
rest (e.g., UFS, Walrus, etc.) during the non-NC upgrade, because those registrations are already listed in the cloud
database, which you recovered before getting here.)

Eucalyptus implements a secure protocol for registering separate services so that the overall system cannot be tricked
into including a service run by an unauthorized administrator or user.

Y ou need only register services once. Most registration commands run on the CLC server.

Note that each registration command will attempt an SSH as root to the remote physical host where the registering
service is assumed to be running. The registration command also contacts the service so it must be running at the time
the command isissued. If apassword isrequired to allow SSH access, the command will prompt the user for it.

Registration commands need the following information:

« TheType-t of serviceyou are registering. Required. For example: ¢l ust er .
« TheHost - h of the service being registered. Required. The host must be specified by IP address to function
correctly.

Important: |P addressis recommended.

e You must specify public |P addresses.
« Werecommend that you use | P addresses rather than DNS host names when registering Eucalyptus services.

Important: If you do register a Eucalyptus service with a DNS host name:

« To avoid connectivity issues, do not change the DNS host name's underlying 1P address.
e Theunderlying IP address must NOT be a site-local, any-cast, |oopback, link-local, or multicast address.
« Alwaysensure that DNS isworking properly, or populate et ¢/ host s.

e TheZone- z the service belongsto. Thisisroughly equivalent to the availability zonein AWS.

« The Name SVCI NSTANCE you assign to each instance of a service, up to 256 characters. Required. Thisisthe
name used to identify the service in a human-friendly way. This nameis also used when reporting system state
changes that require administrator attention.

Note: The SVCI NSTANCE name must be globally-unique with respect to other service registrations. To ensure
this unigueness, we recommend using a combination of the service type (CLC, SC, CC, etc.) and system IP
address (or DNS host name) when you choose your service instance names. For example: cl c- 192. 168. 0. 15
orcl c- eucahost 15.

Register User-Facing Services
This topic describes how to register the User-Facing Services (UFS) with the Cloud Controller (CLC).

Prerequisites

» The Cloud Controller must be properly installed and started.
» The User-Facing Services must be properly installed and started.

Toregister the User-Facing Services with the Eucalyptus cloud

CC-BY-SA, Eucalyptus Cloud



Eucalyptus | Eucalyptus Installation | 55

1. Onthe CLC host machine, obtain your temporary access keys for the Eucalyptus set up by running the following
command:

____________________________________________________________________________________________________________________

Note: You will create longer-lived and fully functional access keys later.
2. Also on the CLC host machine, run the following command:

____________________________________________________________________________________________________________________

e | PisthelP address of the UFS you are registering.
e SVCI NSTANCE must be a unique name for the User-Facing service.

For example:

____________________________________________________________________________________________________________________

3. Repeat for each UFS hogt, replacing the UFS IP address and UFS name.

4. Copy the security credentials from the CLC to each machine running User-Facing Services. Run this command on
the CLC host machine:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

The registered UFS instances are now ready for your cloud.

Register the Walrus Backend
This topic describes how to register the Walrus Backend service with the Cloud Controller (CLC).

Prerequisites

* You must be using the Walrus Backend service as your object storage provider.
e The Cloud Controller must be properly installed and started.

Toregister the Walrus Backend service with the Eucalyptus cloud
Note: Thistask isnot necessary if you are using Riak CSinstead of Walrus.

1. Onthe CLC host machine, run the following command:

____________________________________________________________________________________________________________________

e | PisthelP of the Walrus Backend you are registering with this CLC.

e SVCI NSTANCE must be a unique name for the Walrus Backend service. We recommend that you use a short-
hand name of the hostname or |P address of the machine, for example: wal r us- HOSTNAME or wal r us-
| P_ADDRESS.

For example:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

2. Copy the security credentials from the CL C to each machine running a Walrus Backend service. Run this
command on the CLC host machine:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

For example:
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____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

The registered Walrus Backend service is now ready for your cloud.

Register the Cluster Controller
This topic describes how to register a Cluster Controller (CC) with the Cloud Controller (CLC).

Prerequisites

e The Cloud Controller must be properly installed and started.
* The Cluster Controller service must be properly installed and started.

Toregister the Cluster Controller servicewith the Eucalyptus cloud

1. Onthe CLC host machine, run the following command:

____________________________________________________________________________________________________________________

e | PisthelP address of the CC you are registering with this CLC.

« ZONE name should be a descriptive name for the zone controlled by the CC. For example: zone- 1.

e SVCI NSTANCE must be a unique name for the CC service. We recommend that you use the P address of the
machine, for example: cc- | P_ADDRESS.

For example:

____________________________________________________________________________________________________________________

2. Copy the security credentials from the CL C to each machine running Cluster Controller services. Run this
command on the CLC host machine:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Repeat the above steps for each Cluster Controller in each zone.
4. Verify that the Cluster Controller serviceis registered with the following command:

____________________________________________________________________________________________________________________

The registered Cluster Controller service is now ready for your cloud.

Register the Storage Controller
This topic describes how to register a Storage Controller (SC) with the Cloud Controller (CLC).

Prerequisites

* The Cloud Controller must be properly installed and started.
» The Storage Controller service must be properly installed and started.

Toregister the Storage Controller service with the Eucalyptus cloud

1. Copy the security credentials from the CLC to each machine running Storage Controller services. Run this
command on the CLC host machine:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
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2. On the CLC host machine, run the following command:

____________________________________________________________________________________________________________________

e | PisthelP address of the SC you are registering with this CLC.
« ZONE name should be a descriptive name for the zone controlled by the CC. For example: zone- 1. An SC
must have the same ZONE name as the CC in the same zone.

e SVCI NSTANCE must be a unique name for the SC service. We recommend that you use a short-hand name of
the IP address or hostname of the machine, for example: sc- | P_ADDRESS or sc- HOSTNANME.

Note: We recommend that you use | P addresses instead of DNS names when registering Eucalyptus services.

For example:

____________________________________________________________________________________________________________________

Important: The SC automatically goes to the BROKEN state after being registered with the CLC; it will remain
in that state until you explicitly configure the SC by configuring the backend storage provider (later). For more
information, see About the BROKEN state.

Repeat the above steps for each Storage Controller in each zone.

4. Verify that the Storage Controller serviceis registered with the following command:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

The registered Storage Controller serviceis now ready for your cloud.

Register the Node Controllers
This topic describes how to register a Node Controller (NC) with a Cluster Controller (CC).

Prerequisites

The Cluster Controller service must be properly installed and started.
The Node Controller service must be properly installed and started.
If you are upgrading, you should understand that:

« If you'reupgrading an NC, just register that NC (on the CC that had it registered before).

« |If you're upgrading the set of non-NC host machines, register al the NCs (on each CC that had NCs
registered).

Toregister the Node Controller servicewith the Eucalyptus cloud

1. SSH to the Cluster Controller in the zone.

On the CC, register all NCs using the following command with the I P address of each NC host machine:
clusteradnin-register-nodes node0 IP_address ... [nodeNIP address]
For example:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

.

___________________________________________________________________________________________________________________

Repeat the steps for each zone in your cloud.

The registered Node Controller service is now ready for your cloud.
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Configure the Runtime Environment

After Eucalyptusisinstalled and registered, perform the tasksin this section to configure the runtime environment.

Now that you have installed Eucalyptus, you're ready to begin configuring and using it.

Configure Eucalyptus DNS

Eucalyptus provides a DNS service that maps service hames, bucket names, and more to |P addresses. This section
details how to configure the Eucalyptus DNS service.

Important: Eucalyptus administration tools are designed to work with DNS-enabled clouds, so configuring this
service is highly recommended. The remainder of this guide iswritten with the assumption that your cloud is DNS-
enabled.

The DNS service will automatically try to bind to port 53. If port 53 cannot be used, DNS will be disabled. Typicaly,
other system services like dnsmasq are configured to run on port 53. To use the Eucalyptus DNS service, you must
disable these services.

Configure the Domain and Subdomain

Before using the DNS service, configure the DNS subdomain name that you want Eucalyptus to handle using the
steps that follow.

1. Logintothe CLC and enter the following:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Turn on IP Mapping
To enable mapping of instance |Psto DNS host names:

1. Enter the following command on the CLC:

____________________________________________________________________________________________________________________

When this option is enabled, public and private DNS entries are created for each launched instance in Eucalyptus.
This also enables virtual hosting for Walrus. Buckets created in Walrus can be accessed as hosts. For example, the
bucket mybucket isaccessibleasnybucket . obj ect st or age. nycl oud. exanpl e. com

Instance I P addresses will be mapped aseuca- A- B- C- D. eucal ypt us. mycl oud. exanpl e. com where
A- B- C- Disthe |P address (or addresses) assigned to your instance.

2. If you want to modify the subdomain that is reported as part of the instance DNS name, enter the following
command:

____________________________________________________________________________________________________________________

When this value is modified, the public and private DNS names reported for each instance will contain
the specified custom DNS subdomain name, instead of the default value, whichiseucal ypt us.

For example, if thisvalueis set to f oobar , the instance DNS names will appear aseuca- A- B- C-
D. f oobar . mycl oud. exanpl e. com

Note: The code example above correctly beginswith "." beforecust omt dns- subdonai n.

Enable DNS Delegation

DNS delegation alows you to forward DNS traffic for the Eucalyptus subdomain to the Eucalyptus CLC host. This
host acts as a name server. This allows interruption-free access to Eucalyptus cloud servicesin the event of afailure.
The CLC host is capable of mapping cloud host names to | P addresses of the CLC and UFS/ OSG host machines.
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For example, if the IP address of the CLCis192. 0. 2. 5, and the IP address of Walrusis
192. 0. 2. 6, thehost conput e. nycl oud. exanpl e. comresolvesto 192. 0. 2. 5 and
obj ect st or age. nycl oud. exanpl e. comresolvesto 192. 0. 2. 6.

To enable DNS delegation:

Enter the following command on the CLC:

____________________________________________________________________________________________________________________

Configure the Master DNS Server

Set up your master DNS server to delegate the Eucalyptus subdomain to the UFS host machines, which act as name
servers.

The following example shows how the Linux name server bi nd is set up to delegate the Eucalyptus subdomain.

1. Open/ et c/ named. conf and set up theexanpl e. comzone. For example, your / et ¢/ named. conf may
look like the following:

____________________________________________________________________________________________________________________

type master;
file "/etc/bind/ db. exanpl e. cont;

H

2. Create/ et ¢/ bi nd/ db. exanpl e. comif it does not exist. If your master DNSis already set up for
exanpl e. com you will need to add a name server entry for UFS host machines. For example:

____________________________________________________________________________________________________________________

$TTL 604800

i@l N SQA nsl adm n. exanpl e.com 1 604800 86400 2419200 604800
: NS nsl

nsl A  MASTER. DNS. SERVER | P

uf sl A UFSL IP

____________________________________________________________________________________________________________________

After this, you will be able to resolve your instances public DNS names such aseuca- A- B- C-
D. eucal ypt us. nycl oud. exanpl e. com

3. Restart the bind nameserver ser vi ce naned restart.

4. Verify your setup by pointing/ et ¢/ r esol v. conf onyour client to your primary DNS server and attempt
toresolve conput e. exanpl e. comusing ping or hslookup. It should return the IP address of a UFS host
machine.

Advanced DNS Options

Recursive lookups and split-horizon DNS are available in Eucalyptus.

1. Toenableany of the DNSresolvers, set dns. enabl ed tot r ue.

2. Toenablethe recursive DNSresolver, set dns. r ecur si ve. enabl ed tot r ue.

3. To enable split-horizon DNS resolution for internal instance public DNS name queries, set

dns.split_horizon. enabl edtotrue.
Optional: Configure Eucalyptus DNS to Spoof AWS Endpoints
Y ou can configure instances to use AWS region FQDNSs for service endpoints by enabling DNS spoofing.

1. Set up aEucalyptus cloud with Eucalyptus DNS and HT TPS endpoints. When creating CSR, make sure and
add Subject Alternative Names for all the supported AWS services for the given region that’ s being tested. For
example:

____________________________________________________________________________________________________________________

-noout -text | |ess X509v3 Subject Alternative Nane:
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: DNS: ec2. us- east - 1. amazonaws. com DNS: aut oscal i ng. us-
ieast - 1. anazonaws. com
: DNS: cl oudf or mati on. us- east - 1. anazonaws. com DNS: noni t ori ng. us-
.east - 1. anazonaws. com
: DNS: el ast i cl oadbal anci ng. us- east-1. amazonaws. com
 DNS: s3. anazonaws. com
DNS: st s. us-east - 1. amazonaws. com

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

dns. spoof _regi ons. enabl ed = true

'dns. spoof _regi ons. regi on_nanme =

«dns. spoof _regi ons. spoof _aws_default_regi ons = true

dns. spoof _regi ons. spoof _aws_regi ons = true :

3. Launch an instance, and allow SSH access.
4. SSH into theinstance and install AWS CLI.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

5. Runaws confi gur e and set access and secret key information if not using instance profile.
6. Confirm AWS CLI works with HTTPS Eucalyptus service endpoint:

____________________________________________________________________________________________________________________

--endpoi nt-url https://ec2.c-06.autoqga. gal. eucal yptus-systens. con ec2
. descri be-key-pairs
{
; "KeyPairs": [

"KeyNane": "devops-admi n"
: "KeyFi ngerprint":
» "ee: 4f : 93: a8: 87: 8d: 80: 8d: 2c: d6: d5: 60: 20: a3: 2d: b2"

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

--endpoi nt-url https://ec2.us-east-1. amazonaws. com ec2 descri be- key- pai r s{
"KeyPairs": [

"KeyNane": "devops-adn n",

; " KeyFi ngerprint":
: "ee: 4f: 93: a8: 87: 8d: 80: 8d: 2c: d6: d5: 60: 20: a3: 2d: b2"

____________________________________________________________________________________________________________________

Create the Eucalyptus Cloud Administrator User
After your cloud isrunning and DNS is functional, create a user and access key for day-to-day cloud administration.

Prerequisites

» Eucalyptus cloud services must be installed and registered.
e Eucalyptus DNS must be configured.

Tip: Thisiswhereyou would begin using the admin role, if you want to use that feature.
To createa cloud admin user

1. Eucalyptus admin tools and Euca2o0ls commands need configuration from ~/ . euca. If the directory does not
yet exist, createit:
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____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

«  DOMAI N must match the DNS domain chosen in Configure Eucalyptus DNS.
» USERisthe name of the new admin user.
e FI LE can be anything; we recommend a descriptive name that includes the user's name.

This creates afile with aregion name that matches that of your cloud's DNS domain; you can edit thefile to
change the region name if needed.

Note: This creates an admin user in the built-in ‘eucalyptus account. The admin user has full control of all aspects
of the cloud. For additional security, you might instead want to create a new account and grant it access to amore
limited administration role. See the Identity and Access Management (IAM) Guide for more information.

3. Switch to the new admin user:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

* REGQ ON must match the region name from the previous step. By default, thisis the same as the cloud's DNS
domain chosen in Configure Eucalyptus DNS.

Aslong asthisfileexistsin~/ . euca, you can useit by repeating the expor t command above. These
eucaZ2ool s. i ni configuration files are a flexible means of managing cloud regions and users. See the
Euca2ools Reference Guide for more information.

What to do next
The remainder of this guide assumes you have completed the above steps.

Use these credential s after this point.

Upload the Network JSON Configuration File
This topic describes how to upload the JSON network configuration file you created earlier in the installation process.

To upload the JSON file with your networking configuration:

Important: This step can only be run after getting your credentials in Create the Eucalyptus Cloud Administrator
User.

Run the following command to upload the configuration file to the CLC (with valid Eucalyptus admin
credentias):

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Configure Eucalyptus Storage
These are the types of storage available for your Eucalyptus cloud.

Object storage

Eucalyptus provides an AWS S3 compatible object storage service that provides users with web-based general
purpose storage, designed to be scalable, reliable and inexpensive. Y ou choose the object storage backend provider:
Walrus or Riak. The Object Storage Gateway (OSG) provides access to objects via the backend provider you choose.

Block storage

Eucalyptus provides an AWS EBS compatible block storage service that provides block storage for EC2 instances.
Volumes can be created as needed and dynamically attached and detached to instances as required. EBS provides
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persistent data storage for instances: the volume, and the data on it, can exist beyond the lifetime of an instance. Y ou
choose the block storage backend provider, which can be using freely available resources in your cloud, or viaa SAN,
if you have a subscription (paid).

Configure Object Storage
This topic describes how to configure object storage on the Object Storage Gateway (OSG) for the backend of your
choice.

The OSG passes requests to object storage providers and talks to the persistence layer (DB) to authenticate requests.
Y ou can use Walrus, Riak CS, or Ceph-RGW as the object storage provider.

« Walrus- the default backend provider. It is a single-host Eucalyptus-integrated provider which provides basic
object storage functionality for the small to medium scale. Walrus is intended for light S3 usage.

« Riak Cloud Storage (CS) - an open source scalable general purpose data platform created by Basho
Technologies. It isintended for deployments which have heavy S3 usage requirements where a single-host system
like Walrus would not be able to serve the volume of operations and amount of data required.

« Ceph Rados Gateway (RGW) - an object storage interface built on top of Librados to provide applications with
a RESTful gateway to Ceph Storage Clusters. Ceph-RGW uses the Ceph Object Gateway daemon (radosgw),
which isaFastCGI module for interacting with a Ceph Storage Cluster. Since it provides interfaces compatible
with OpenStack Swift and Amazon S3, the Ceph Object Gateway has its own user management. Ceph Object
Gateway can store datain the same Ceph Storage Cluster used to store data from Ceph Filesystem clients or Ceph
Block Device clients. The S3 and Swift APIs share acommon namespace, So you may write data with one API
and retrieve it with the other.

Note: Ceph RGW isa Controlled Availability feature. For information about Controlled Availability featuresin
Eucalyptus, see Specia Status Release Features.

Y ou must configure the OSG to use one of the backend provider options.

Note: If OSG has been registered but not yet properly configured, it will be listed in the br oken state when listed
with the euserv-describe-services command. For example:

_______________________________________________________________________________________________________________________

t ype=obj ect st or age
SERVI CE  TYPE ZONE NAMVE STATE

_______________________________________________________________________________________________________________________

Use Walrus Backend
This topic describes how to configure Walrus as the object storage backend provider for the Object Storage Gateway
(0SG).

Prerequisites
e Successful completion of all theinstall sections prior to this section.

* The UFS must be registered and enabl ed.
* You must execute the steps below as a Eucalyptus administrator.

To configure Walrus object storage for the OSG

1. Enterwal r us asthe storage provider using theeuct | command.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

If the state appears asdi sabl ed or br oken, check the cloud-*.log filesinthe/ var /| og/ eucal ypt us
directory. A di sabl ed state generally indicates that there is a problem with your network or credentials. See
Eucalyptus Log Files for more information.

The Walrus backend and OSG are now ready for production.
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Use Riak CS
This topic describes how to configure Riak CS as the object storage backend provider for the Object Storage Gateway
(OSG).

Prerequisites

Successful completion of all the install sections prior to this section.
The UFS must be registered and enabled.

Y ou must have a functioning Riak CS cluster.

Y ou must execute the steps below as a Eucalyptus administrator.

For more information on Riak CS, see the Riak documentation.

To configure Riak CS object storage for the OSG

1

Enter r i akcs asthe storage provider using theeuct | command.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

After successful configuration, check to ensure that the state of the OSG isenabl ed by running theeuser v-
descri be- servi ces command. For example:

____________________________________________________________________________________________________________________

t ype=obj ect st or age
'SERVI CE TYPE ZONE NAVE STATE
SERVI CE o0bj ect st orage user-api-1 user-api-1.objectstorage enabled

____________________________________________________________________________________________________________________

If the state appears asdi sabl ed or br oken, check the cloud-*.log filesinthe/ var /| og/ eucal ypt us
directory. A di sabl ed state generally indicates that there is a problem with your network or credentials. See
Eucalyptus Log Files for more information.

The Riak CS backend and OSG are now ready for production.

Use Ceph-RGW
This topic describes how to configure Ceph Rados Gateway (RGW) as the backend for the Object Storage Gateway
(0OSG).

Prerequisites

Successful completion of all the install sections prior to this section.

The UFS must be registered and enabled.

A Ceph storage cluster is available.

The ceph-radosgw service has been installed (on the UFS or any other host) and configured to use the Ceph
storage cluster. Eucalyptus recommends using civetweb with ceph-radosgw service. Civetweb is alightweight
web server and isincluded in the ceph-radosgw installation. It isrelatively easier to install and configure than the
aternative option — a combination of Apache and Fastcgi modules.

Y ou must execute the steps below as a Eucalyptus administrator.

For more information on Ceph-RGW, see the Ceph-RGW documentation.

Note: Ceph RGW isa Controlled Availability feature. For information about Controlled Availability featuresin
Eucalyptus, see Special Status Release Features.

To configure Ceph-RGW object storage for the OSG

1

Configureobj ect st or age. provi der cl i ent to ceph-rgw:

____________________________________________________________________________________________________________________

CC-BY-SA, Eucalyptus Cloud


https://github.com/basho/basho_docs/tree/master/content/riak
https://sourceforge.net/projects/civetweb/
http://docs.ceph.com/docs/master/radosgw/

Eucalyptus | Eucalyptus Installation | 64

2. Configureobj ect st or age. s3provi der. s3endpoi nt to theip:port of the host running the ceph-radosgw
service:

Note: Depending on the front end web server used by ceph-radosgw service, the default port is 80 for apache and
7480 for civetweb.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Configureobj ect st or age. s3provi der. s3accesskey and
obj ect st or age. s3provi der. s3secr et key with the radosgw user credentials:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

The Ceph-RGW backend and OSG are now ready for production.

Configure Block Storage
This topic describes how to configure block storage on the Storage Controller (SC) for the backend of your choice.

Note: Storage SANs are deprecated as of Eucalyptus 4.4; to be removed in afuture release.

The Storage Controller (SC) provides functionality similar to the Amazon Elastic Block Store (Amazon EBS). The
SC can interface with various storage systems. Eucalyptus block storage (EBS) exports storage volumes that can be
attached to a VM and mounted or accessed as araw block device. EBS volumes can persist past VM termination and
are commonly used to store persistent data.

Eucalyptus provides the following open source (free) backend providers for the SC:

e Overlay - using thelocal file system
» Direct Attached Storage - DAS-JBOD (just abunch of disks)
e Ceph-RBD - leverages RADOS block device; this backend provider includes snapshot delta support

Note: EBS snapshot delta support isa Technical Preview feature. For information about Technical Preview features
in Eucalyptus, see Specia Status Release Features.

Eucalyptus also offers the following subscription-based (paid) storage area network (SAN) backend providers for the
SC:

« HP 3PAR - StorageServ storage systems
* NetApp - Clustered Data ONTAP and 7-mode storage systems
« Deél EqualL ogic - stacked or unstacked storage arrays

Y ou must configure the SC to use one of the backend provider options.

About the BROKEN State
Thistopic describes the initia state of the Storage Controller (SC) after you have registered it with the Cloud
Controller (CLC).

The SC automatically goesto the br oken state after being registered with the CLC; it will remain in that state until
you explicitly configure the SC by telling it which backend storage provider to use.

Y ou can check the state of a storage controller by running euser v- descri be- servi ces --expert andnote
the state and status message of the SC(s). The output for an unconfigured SC looks something like this:

_______________________________________________________________________________________________________________________

 BROKEN 37 http://192.168.51. 71: 8773/ servi ces/ St or age

. arn: euca: eucal ypt us: ZONEL: st or age: SC71/

'SERVI CEEVENT 6c¢1f 7a0a- 21¢c9- 496¢- bb79- 23ddd5749222

arn: euca: eucal ypt us: ZONE1: st or age: SC71/

'SERVI CEEVENT 6¢1f 7a0a- 21¢c9- 496¢- bb79-23ddd5749222 ERROR 5
'SERVI CEEVENT 6¢1f 7a0a- 21¢9- 496¢- bb79- 23ddd5749222 Sun Nov 18 22:11:13 PST 2012 :
'SERVI CEEVENT 6c¢1f 7a0a- 21¢9- 496¢- bb79- 23ddd5749222 SC bl ockst or ageananger

» not configured. Found enpty or unset nmnager(unset). Legal val ues are:

. das, overl ay, ceph
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Note the error above: SC bl ockst or agenanager not configured. Found enpty or unset
manager (unset). Legal val ues are: das, overl ay, ceph.

Thisindicates that the SC is not yet configured. It can be configured by setting the
ZONE. st or age. bl ockst or agenanager property to 'das, ‘overlay’, or ‘ceph'.

If you have installed the (paid) Eucalyptus Enterprise packages for your EBS adapter, you will also see additional
options in the output line above, and can set the block storage manager to 'netapp’, ‘equallogic’, or ‘threepar' as

appropriate.
Y ou can verify that the SC block storage manager is unset using:

_______________________________________________________________________________________________________________________

Use the Overlay Local Filesystem
This topic describes how to configure the local filesystem as the block storage backend provider for the Storage
Controller (SC).

Prerequisites

»  Successful completion of all the install sections prior to this section.

e The SC must be installed, registered, and running.

* Thelocal filesystem/ var/1i b/ eucal ypt us/ vol umes must have enough space to hold volumes and

snapshots created in the cloud.
e You must execute the steps below as a Eucalyptus administrator.

In this configuration the SC itself hosts the volume and snapshots for EBS and stores them asfiles on the local
filesystem. It uses standard Linux iSCSI tools to serve the volumes to instances running on NCs.

To configure overlay block storage for the zone, run the following commands on the CLC
1. Configure the SC to use the local filesystem for EBS.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Your local filesystem (overlay) backend is now ready to use with Eucalyptus.

Use Direct Attached Storage (JBOD)
This topic describes how to configure the DAS-JBOD as the block storage backend provider for the Storage
Controller (SC).

Prerequisites

» Successful completion of all the install sections prior to this section.

e The SC must be installed, registered, and running.

« Direct Attached Storagerequiresthat / var/ | i b/ eucal ypt us/ vol unmes have enough space for locally
cached snapshots.

* You must execute the steps below as a Eucalyptus administrator.

To configure DAS-JBOD block storage for the zone, run the following commands on the CLC

1. Configure the SC to use the Direct Attached Storage for EBS.

____________________________________________________________________________________________________________________

The output of the command should be similar to:
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____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. Set the DAS device name property. The device name can be either araw device (/dev/sdX, for example), or the
name of an existing Linux LVM volume group.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Y our DAS-JBOD backend is how ready to use with Eucalyptus.

Use Ceph-RBD

This topic describes how to configure Ceph-RBD as the block storage backend provider for the Storage Controller
(SC).

Prerequisites

» Successful completion of all theinstall sections prior to this section.

e The SC must be installed, registered, and running.

* You must execute the steps below as a Eucalyptus administrator.

e You must have afunctioning Ceph cluster.

» Ceph user credentials with the following privileges are available to Eucalyptus SCs and NCs (different user
credentials can be used for the SCs and NCs).

» Ceph user privilegesfor credentials assigned to SCs

* Read, write, execute (rwx) access to the pools used for storing EBS volumes and snapshots
« Execute (X) accessto all pools (Ceph users must have execute permissions to use Ceph administrative
commands such as unprotecting snapshots)
* Read (r) accessto al monitors
e Ceph user privileges for credentials assigned to NCs

* Read, write, execute (rwx) access to the pools used for storing EBS volumes only
* Read (r) accessto all monitors
» Hypervisor support for Ceph-RBD on NCs. Node Controllers (NCs) are designed to communicate with the Ceph
cluster vialibvirt. Thisinteraction requires a hypervisor that supports Ceph-RBD. See Configure Hypervisor
Support for Ceph-RBD to satisfy this prerequisite.

To configure Ceph-RBD block storage for the zone, run the following commands on the CLC
1. Configure the SC to use Ceph-RBD for EBS.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. Check the SC to be sure that it has transitioned out of the BROKEN state and is in the NOTREADY, DI SABLED or
ENABL ED state before configuring the rest of the properties for the SC.

4. The ceph-rbd provider will assume defaults for the following properties for the SC:

____________________________________________________________________________________________________________________
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PROPERTY one. st or age. cephconfigfile /etc/ceph/ceph. conf

'DESCRI PTI ON one. st or age. cephconfigfile Absolute path to Ceph

: configuration (ceph.conf) file. Default value is '/etc/ceph/ceph. conf
'PROPERTY one. st or age. cephkeyringfile /etc/ceph/

«ceph. client. eucal yptus. keyring

‘DESCRI PTI ON one. st or age. cephkeyringfile Absolute path to Ceph keyring

. (ceph.client.eucal yptus.keyring) file. Default value is '/etc/ceph/
ceph. client. eucal yptus. keyri ng'

PROPERTY one. st or age. cephsnapshot pool s r bd

'DESCRI PTI ON one. st or age. cephsnapshot pool s Ceph storage pool (s)

- made avail abl e to Eucal yptus for EBS snapshots. Use a conma separated |i st
+ for configuring multiple pools. Default value is 'rbd’

EPRCPERTY one. st or age. cephuser eucal ypt us

'DESCRI PTI ON one. st or age. cephuser Ceph usernane enpl oyed

: by Eucal yptus operations. Default value is 'eucal yptus'

EPRODERTY one. st or age. cephvol unepool s rbd

‘DESCRI PTI ON one. st or age. cephvol unepool s Ceph storage pool (s) nade

. avail able to Eucal yptus for EBS vol unes. Use a comma separated |ist for
. configuring multiple pools. Default value is 'rbd

____________________________________________________________________________________________________________________

. The following steps are optional if the default values do not work for your cloud:
a) To set the Ceph username (the default value for Eucalyptusis 'eucalyptus):

________________________________________________________________________________________________________________

b) To set the absolute path to keyring file containing the key for the ‘eucalyptus user (the default valueis et/
ceph/ceph.client.eucalyptus.keyring’):

________________________________________________________________________________________________________________

Note: If cephuser was modified, ensure that cephkeyringfile is also updated with the location to the keyring
for the specific cephuser:
¢) To set the absolute path to ceph.conf file (default value is '/etc/ceph/ceph.conf’):

________________________________________________________________________________________________________________

d) To change the comma-delimited list of Ceph pools assigned to Eucalyptus for managing EBS volumes (default
valueis'rbd’) :

€) To change the comma-delimited list of Ceph pools assigned to Eucalyptus for managing EBS snapshots
(default valueis'rbd’) :

________________________________________________________________________________________________________________

. If you want to enable snapshot deltas for your Ceph backend:
Note: Snapshot deltas are supported only on Ceph-RBD.

Note: EBS snapshot delta support is a Technical Preview feature. For information about Technical Preview
featuresin Eucalyptus, see Specia Status Release Features.

a) Verify that snapshots are enabled:

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

Note: Thisvariable appliesto al Ceph volumes.

Tip: If you need to create a non-Ceph volume from a Ceph snapshot, this value would need to be set to zero
(at least temporarily).
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7. Every NC will assume the following defaults:

____________________________________________________________________________________________________________________

iCEPH_KEYRI NG PATH="/ et ¢/ ceph/ ceph. cli ent. eucal ypt us. keyri ng"
.CEPH_CONFI G_PATH="/ et c/ ceph/ ceph. conf "

____________________________________________________________________________________________________________________

a) To override the above defaults, add/edit the following propertiesinthe/ et ¢/ eucal ypt us/
eucal ypt us. conf on the specific NC file;

________________________________________________________________________________________________________________

ECEPH_KEYRI NG _PATH="pat h-t o- keyri ng-fil e-f or-ceph-user name"
CEPH OONFI G PATHE path-to-ceph. conf-file’

b) Repeat this step for every NC in the specific Eucalyptus zone.

Y our Ceph backend is now ready to use with Eucalyptus.
Configure Hypervisor Support for Ceph-RBD
This topic describes how to configure the hypervisor for Ceph-RBD support.

The following instructions will walk you through steps for verifying and or installing the required hypervisor for
Ceph-RBD support.

Repeat this processfor every NC in the Eucalyptus zone
1. Verify if genmu- kvmand genu- i ng are already installed.

____________________________________________________________________________________________________________________

Proceed to the preparing the RHEV gemu packages step if they are not installed.
2. Verify gemu support for the ceph- r bd driver.

____________________________________________________________________________________________________________________

genu-i mg version 0.12.1, Copyright (c) 2004-2008 Fabrice Bellard

iéﬁbported formats: raw cow gcow vdi vndk cloop dng bochs vpc vvfat gcow2 qedi
+ vhdx paral | el s nbd bl kdebug host _cdrom i

Note: If 'rbd islisted as one of the supported formats, no further action is required; otherwise proceed to the next
step.

3. Iftheeucal ypt us- node serviceisrunning, terminate/stop all instances. After al instances are terminated,
stop the eucalyptus-node service.

____________________________________________________________________________________________________________________

4. Prepare the RHEV gemu packages:

« |fthisNCisaRHEL system and the RHEV subscription to gemu packages is available, consult the RHEV
package procedure to install the gemu-kvm-ev and gemu-img-ev packages. Blacklist the RHEV packagesin
the Eucalyptus repository to ensure that packages from the RHEV repository are installed.

e IfthisNCisaRHEL system and RHEV subscription to gemu packages is unavailable, Eucalyptus built and
maintained gemu-rhev packages may be used. These packages are available in the same yum repository as
other Eucalyptus packages. Note that using Eucalyptus built RHEV packages voids the original RHEL support
for the gemu packages.

e |f thisNCisanon-RHEL (CentOS) system, Eucalyptus-built and maintained gemu-rhev packages may be
used. These packages are available in the same yum repository as other Eucalyptus packages.

5. If you are not using the RHEV package procedure to install the gemu- kvm ev and gemu- i ng- ev packages,

install Eucalyptus-built RHEV packages: genu- kvm ev and genu- i ng- ev, which can be found in the same
yum repository as other Eucalyptus packages.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
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7. Verify genu support for the ceph- r bd driver.

____________________________________________________________________________________________________________________

iqerru—i nmg version 0.12.1, Copyright (c) 2004-2008 Fabrice Bellard

iéhbported formats: raw cow gcow vdi vndk cl oop dnmg bochs vpc vvfat gcow2 qedi
+ vhdx paral | el s nbd bl kdebug host _cdrom i

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Y our hypervisor isready for Eucalyptus Ceph-RBD support.

Y ou are now ready to configure Ceph-RBD for Eucalyptus.

Use an HP 3PAR SAN

This topic describes how to configure the HP 3PAR SAN as the block storage backend provider for the Storage
Controller (SC).

Note: Storage SANs are deprecated as of Eucalyptus 4.4; to be removed in afuture release.
Prerequisites

» Successful completion of all the install sections prior to this section.

e The SC must be installed, registered, and running.

¢ You must have a paid subscription to Eucalyptus in order to use a SAN backend.
* You must have afunctioning 3PAR device available to Eucalyptus cloud.

» Network access must be available from the:

e SCto 3PAR management and data ports.
* NCto 3PAR data ports.
* Verify this 3PAR device checklist:

¢ Network access for management and data operations is set up.

* 3PAR Web Services API serviceisturned on.

e Common Provisioning Groups (CPG) is created and configured. Recommend one CPG for user data and
another for snapshot data.

e A user existswith "edit" rolein the "al" domain.

¢ (Optional) Eucalyptus can operate within the scope of a 3PAR virtual domain. This virtual domain should have
the necessary CPGs assigned to it. A user with "edit” role in the specific domain as well as"edit" rolein the
"al" domain must be configured.

* You must execute the steps below as a Eucalyptus administrator.

To configure HP 3PAR SAN block storage for the zone, run the following commands on the CLC
1. Configure the SC to use the 3PAR for EBS.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. OntheCLC, enable SAN support in Eucalyptus by entering your SAN's hostname or | P address, the username,
password, and the paths:

____________________________________________________________________________________________________________________

euct| ZONE. storage. sanuser =3PAR_adni n_user _nane
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euct| ZONE. st or age. sanpasswor d=3PAR _adni n_password
leuct | ZONE. st or age. scpat hs=3PAR_i SCSI _I P

____________________________________________________________________________________________________________________

If you have multiple management | P addresses for the SAN adapter, provide a comma-delimited list of IP
addresses to the ZONE. st or age. sanhost property.

5. Assign any string to the chap_user namne property.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

7. Assign the 3PAR CPG that should be used for creating virtual volume snapshot space to the
t hr eepar copycpg property.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

‘PROPERTY one. st orage. t hr eepar domai n {}

‘DESCRI PTI ON one. st or age. t hr eepar domai n Nane of the virtual domnain
' cont ai ning threeparusercpg and threeparcopycpg. If threeparusercpg and

. threeparcopycpg don't belong to a specific virtual domain |leave this

. property unset

‘PROPERTY one. st or age. t hr eepar mul ti host access fal se ;
:DESCRI PTI ON one. storage. t hreepar nul ti host access Configure nulti host .
raccess to virtual volunme. Value nust be true to enable nulti host access.
» Default value is false

'PROPERTY one. st orage. t hreeparopti m zesnapt ovol true

'DESCRI PTI ON one. st orage. t hreepar opti m zesnapt ovol If set to true,

. snapshot to volune creation path is optim zed. If set to false, volune to
 snapshot path is optinized. Default value is true

'PROPERTY one. st or age. t hr eepar per sona 2

‘DESCRI PTI ON one. st or age. t hr eepar per sona Persona (integer value) to

. be used when exporting a VLUN to host. Default value is 2 and represents a
: Linux initiator

EPRODERTY one. st or age. t hr eepar physi cal copyti neout 120
'DESCRI PTI ON one. st or age. t hr eepar physi cal copyti meout Time duration in:
»mnutes to wait for physical copy operation to conplete. Default value is

1 120

PROPERTY one. st or age. t hr eepar uset pvv true :
‘DESCRI PTI ON one. st or age. t hr eepar uset pvv Configure virtual volumes to:
: be either thinly (TPW) or fully provisioned (FPW). Value nust be true for :
- TPW and fal se for FPW. Default value is true ;

'PROPERTY one. st or age. t hr eepar vl uncachesi ze 10000
‘DESCRI PTI ON one. st or age. t hr eepar vl uncachesi ze Maxi mum nunber of
: VLUNs that can be cached by the provider. Default value is 10000

o

For more information about thet hr eepar opt i ni zesnapt ovol property, and how to configure it, see About
Operation Mode Optimization.

__________________________________________________________________________________________________________________

Y our 3PAR SAN backend is now ready to use with Eucalyptus.
About Operation Mode Optimization
This topic describes the operation modes available for 3PAR SAN backends for Eucalyptus cloud.
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The Eucalyptus 3PAR backend provider implements a mapping between EBS and 3PAR concepts. Operation mode
optimization allows you to make storage operations more efficient in your cloud. Predominant use cases are described
below.

Important: Operation modes are mutually exclusive and cannot be combined. Choose the strategy that is best for
your 3PAR storage operations. The setting is at the SC level.

Shapshot to volume optimization

The default use case assumes that you snapshot rarely, create volumes from snapshots (without growing volumes)
often, and you run EBS-backed instances often.

Supporting this use case, the default t hr eepar opt i mi zesnapt ovol settingistr ue.
Summary of operations:

» EBS volumes and snapshots map to 3PAR virtual volumes
« EBS snapshot from EBS volume translates to 3PAR physical copy operation
e EBSvolume from EBS snapshot translates to:

« 3PARvirtual copy operation when both EBS volume and snapshot are of same size
« 3PAR physical copy operation when EBS volume is greater in size than EBS snapshot
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EEBS Volume - 3PAR Virtual Yolume

O EES Volume - 3PAR Virtual Copy Snapshot

EBS Snapshot - 3PAR Virual Volume

----------- > 3PAR Physical Copy Operation

3PAR Virtual Copy Operation

|

Volume to snapshot optimization

This use case assumes that you snapshot often, but create volumes from snapshots rarely.

If this use case is the best strategy for your storage operations, sett hr eepar opt i ni zesnapt ovol tof al se.
Summary of operations:

» EBSvolumes and snapshots map to 3PAR virtual volumes
« EBS snapshot from EBS volume translates to 3PAR virtual copy operation
« EBSvolume from EBS snapshot translates to 3PAR physical copy operation
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EES Volume - 3PAR Virtual Yolume

EES Snapshot - 3PAR Virual Copy Snapshot

----------- > JPAR Physical Copy Operation

JFPAR Virtual Copy Operation

|

Use a NetApp SAN
This topic describes how to configure the NetApp Data ONTAP SAN as the block storage backend provider on the
Storage Controller (SC).

Note: Storage SANs are deprecated as of Eucalyptus 4.4; to be removed in afuture release.

Eucalyptus supports both NetApp Clustered Data ONTAP and traditional 7-mode SANs. NetApp Vserversand 7-
mode Filers are managed by Eucalyptus using NetApp Manageability Software Development Kit (NMSDK) and Data
ONTAPAPIs.
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Enable NetApp 7-mode
This topic describes how to configure the NetApp 7-mode SAN block storage backend for the Storage Controller
(SO).

Prerequisites

» Successful completion of all theinstall sections prior to this section.

e The SC must be installed, registered, and running.

e You must have a paid subscription to Eucalyptus in order to use a SAN backend.

e You must have afunctioning NetApp 7-mode device available to Eucalyptus cloud.

* A supported version of the Data ONTAP operating system must be installed on the SAN. See the Compatibility
Matrix in the Release Notes for supported versions.

* FlexClone and iSCSI licenses must be enabled on the setup.

» One or more aggregates with sufficient space should be available and iSCSI service should be started.
e Administrator account credentials for NetApp Filer must be available to be configured in Eucalyptus.
* You must execute the steps below as a Eucalyptus administrator.

To configure NetApp 7-mode SAN block storage for the zone, run the following commands on the CLC

1. Configure the SC to use the Netapp for EBS.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. Wait for the SC to transition to the 'notready’ or 'disabled’ state.

5. Onthe CLC, enable NetApp SAN support in Eucalyptus by entering the Filer's hostname or |1P address, the
username and password of the administrator account, and CHAP username.

Note: Eucalyptus uses Challenge Handshake Authentication Protocol (CHAP) for disk operations. The CHAP
username can be any value, however it should be unique when sharing a NetApp Filer across multiple Eucalyptus
clusters.

Note: CHAP support for NetApp was added in Eucalyptus 3.3. An SC will not transition to ENABLED state until
the CHAP username is con#gured.

____________________________________________________________________________________________________________________

euct| ZONE. st or age. sanuser =Fi | er _adm n_user nane
leuct | ZONE. st or age. sanpasswor d=Fi | er _adni n_password

____________________________________________________________________________________________________________________

6. Wait for the SC to transition to the ENABLED state.

Note: The SC must bein the ENABLED state before configuring the following properties.

7. 1f no aggregate is set, Eucalyptus will query the NetApp Filer for all available aggregates and use the one that has
the highest capacity (free space) by default. To make Eucalyptus use specific aggregate(s) configure the following
property:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

8. SettheiSCSI datalP onthe ENABLED CLC. ThisIPisused by NCsto perform disk operations on the Filer.
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Note: Filer IP address can be used as the data port IP. If thisis not set, Eucalyptus will automatically use the Filer
| P address/hostname.

Note: Eucalyptus does not support Multipath I/O for NetApp 7-mode Filers.

____________________________________________________________________________________________________________________

Set the iSCSI data IP on the ENABLED CLC. ThisIPisused by the SC to perform disk operations on the Filer.
The SC connects to the Filer in order to transfer snapshots to objectstorage during snapshot operations.

Note: The Filer 1P address can be used as the data port IP. If thisis not set, Eucalyptus will automatically use the
Filer 1P address/hostname.

Note: Eucalyptus does not support Multipath I/O for NetApp 7-mode Filers.

____________________________________________________________________________________________________________________

Y our NetApp 7-mode SAN backend is now ready to use with Eucalyptus.

Enable NetApp Clustered Data ONTAP

This topic describes how to configure the NetApp Clustered Data ONTAP SAN block storage backend for the
Storage Controller (SC).

Prerequisites

Successful completion of all the install sections prior to this section.

The SC must be installed, registered, and running.

Y ou must have a paid subscription to Eucalyptus in order to use a SAN backend.

Y ou must have a functioning NetApp Clustered Data ONTAP device available to Eucalyptus cloud. See the
Compatibility Matrix in the Release Notes for supported versions.

Y ou must have a data Vserver with one or more aggregates and iSCS| protocol for storing and retrieving and data.
Vserver user with administrator privileges to the specific Vserver should be set up and made available to
Eucalyptus.

FlexClone and iSCSI licenses must be enabled on the setup.

Management (only) Logical Interface (LIF) should be configured for the Vserver and an |P address or hostnameis
assigned to it.

Data L IFs should be configured on the Vserver.

One or more aggregates with necessary capacity is assigned to the Vserver.

Network connectivity:

* The SC must be able communicate with the V server over both management and data LIFs.
e The NC must be able to communicate with the Vserver using the data L IFs.
Y ou must execute the steps below as a Eucalyptus administrator.

For more information on NetApp Clustered Data ONTARP, see NetApp Clustered Data ONTAP: An Introduction.

To configure NetApp Clustered Data ONTAP block storage for the zone, run the following commands on the
CLC

1. Configure the SC to use NetApp for EBS:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. Wait for the SC to transition to 'notready’ or 'disabled’ states.
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5. Onthe CLC, enable NetApp SAN support in Eucalyptus by entering the Vserver's hostname or | P address, the
username and password of the administrator account, CHAP username and V server name.

Note: Eucalyptus uses Challenge Handshake Authentication Protocol (CHAP) for disk operations. The CHAP
username can be any value, however it should be unique when sharing a NetApp Vserver across multiple
Eucalyptus clusters.

Note: CHAP support for NetApp was added in Eucalyptus 3.3. The SC will not transition to ENABLED state
until the CHAP username is con#gured.

____________________________________________________________________________________________________________________

euct| ZONE. st or age. sanuser =Vserver _adm n_user nane
leuct | ZONE. st or age. sanpasswor d=Vser ver _adni n_password

____________________________________________________________________________________________________________________

Note: The following command may fail if tried immediately after con#guring the block storage manager. Retry
the command afew times, pausing for afew seconds after each retry:

____________________________________________________________________________________________________________________

6. Wait for the SC to transition to ENABLED state.

Note: The SC must be in the ENABLED state before configuring the following properties.

7. 1f no aggregateis set, Eucalyptus will query the NetApp Vserver for all available aggregates and use the one
that has the highest capacity (free space) by default. To make Eucalyptus use specific aggregate(s) configure the
following property:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

8. Set an |P addressfor theiSCSI data LIF on the ENABLED CLC. Thisis used for NCs performing disk operations
on the Vserver.

____________________________________________________________________________________________________________________

9. Set an|P addressfor theiSCSI data LIF on the ENABLED CLC. Thisis used by the SC for performing disk
operations on the Vserver. The SC connects to the data LIFs on the Vserver in order to transfer snapshots to
objectstorage during snapshot operations.

____________________________________________________________________________________________________________________

Y our NetApp Clustered Data ONTAP SAN backend is now ready to use with Eucalyptus.

Use a Dell EqualLogic SAN

This topic describes how to configure the Dell EqualLogic SAN as the block storage backend provider on the Storage
Controller (SC).

Note: Storage SANs are deprecated as of Eucalyptus 4.4; to be removed in afuture release.
Prerequisites

» Successful completion of all the install sections prior to this section.

e The SC must be installed, registered, and running.

e You must have a paid subscription to Eucalyptus in order to use a SAN backend.
* You must have a functioning EqualLogic device available to Eucalyptus cloud.

* You must execute the steps below as a Eucalyptus administrator.

To configure Dell EqualL ogic block storage for the zone, run the following commands on the CLC
1. Configure the SC to use Equallogic for EBS.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
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Verify that the property valueis now: 'equallogic’

____________________________________________________________________________________________________________________

Enable SAN support in Eucalyptus by entering your SAN's hostname or | P address, the username, password, and
the name of the chap user:

____________________________________________________________________________________________________________________

euct| ZONE. st or age. sanuser =SAN_admi n_user _nane
leuct | ZONE. st or age. sanpasswor d=SAN_adni n_passwor d

____________________________________________________________________________________________________________________

(Optional) If your EqualLogic setup has dedicated paths for data access that are different from the management IP
address supplied for the ZONE. st or age. sanhost property, the following properties must also be configured
in Eucalyptus:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

The SC and NC data | P address might be the same; or they can be different, if EqualL ogic has multiple data
interfaces.

(Optional) These properties are available for EqualL ogic thin provisioning, which can save significant space on
your SAN.

These properties take effect only during new EBS volume / snapshot creation. EBS volumes created from
previously existing snapshots inherit the provisioning settings of the parent.

____________________________________________________________________________________________________________________

ZONE. st or age. eql t hi nprovi sion = Thin provision space on Equal | ogi c SAN.

. Val ue nmust be true to enable and false to disable thin provisioning
ZZONE. st or age. eql t hi nmi nreserve = M ni num vol une reserve for a thin-

provi si oned vol une expressed as a % of the volume size. This is the anount
»of imediately witable, guaranteed space reserved for the vol unme

____________________________________________________________________________________________________________________

Your Dell EqualLogic SAN backend is now ready to use with Eucalyptus.

Install and Configure the Imaging Service

The Eucalyptus Imaging Service, introduced in Eucalyptus 4.0, makes it easier to deploy EBS imagesin your
Eucalyptus cloud and automates many of the labor-intensive processes required for uploading data into EBS images.

The Eucalyptus Imaging Service isimplemented as a system-controlled "worker" virtual machine that is monitored
and controlled via Auto Scaling. Once the Imaging Service is configured, the Imaging Service VM will be started
automatically upon the first request that requiresit: such as an EBS volume ingress. Specifically, in this rel ease of
Eucalyptus, these are the usage scenarios for the Eucalyptus Imaging Service:

Importing a raw disk image as a volume: If you have araw disk image (containing either a data partition or afull
operating system with a boot record, e.g., an HVM image), you can use the Imaging Service to import thisinto
your Eucalyptus cloud as avolume. Thisis accomplished with theeuca- i npor t - vol une command. If the
volume was populated with a bootable disk, that volume can be snapshotted and registered as an image.
Importing a raw disk image as an instance: If you have araw disk image containing a bootable operating
system, you can import this disk image into Eucalyptus as an instance: the Imaging Service automatically creates
avolume, registers the image, and launches an instance from the image. Thisis accomplished with the euca-

i mport -i nst ance command, which has options for specifying the instance type and the SSH key for the
instance to use.

Install and Register the Imaging Worker Image
Eucalyptus provides a command-line tool for installing and registering the Imaging Worker image. Once you have
run the tool, the Imaging Worker will be ready to use.
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1. Run the following commands on the machine where you installed the eucal ypt us- servi ce-i nage RPM
package (it will set thei magi ng. i magi ng_wor ker _emni property to the newly created EMI of the imaging
worker):

2. Consider settingthei nagi ng. i magi ng_wor ker _keynane property to an SSH keyname (previously
created with theeuca- cr eat e- keypai r command), so that you can perform troubleshooting inside the
Imaging Worker instance, if necessary:

Managing the Imaging Worker Instance
Eucalyptus automatically starts Imaging Worker instances when there are tasks for workers to perform.

1. The cloud administrator can list the running Imaging Worker instances, if any, by running the command:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

4. Consider setting thei magi ng. i magi ng_wor ker _i nst ance_t ype property to an Instance Type with
enough ephemeral disk to convert any of your paravirtual images. The Imaging Worker root filesystem takes
up about 2GB, so the maximum paravirtual image that the Imaging Worker will be able to convert is the disk
allocation of the Instance Type minus 2GBs.

____________________________________________________________________________________________________________________

Troubleshooting Imaging Worker

If the Imaging Worker is configured correctly, users will be able to import datainto EBS volumes with euca-

i mport -* commands, and paravirtual EMIswill run asinstances. In some cases, though, paravirtual images may
fail to convert (e.g., due to intermittent network failures or a network setup that doesn't allow the Imaging Worker to
communicate with the CLC), leaving the imagesin a specia state. To troubleshoot:

1. If the Imaging Worker Instance Type does not provide sufficient disk space for converting al paravirtual images,
the administrator may have to change the Instance Type used by the Imaging Worker. After changing the instance
type, the Imaging Worker instance should be restarted by terminating the old Imaging Worker instance:

____________________________________________________________________________________________________________________

internal -imaging-workers | grep INSTANCE | cut -f 2) ~ ~ |

2. |If the status of the conversion operation is'Image conversion failed', but the image is marked as 'available' (in the
output of euca-describe-images), the conversion can be retried by running the EMI again:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Configure the Load Balancer

Eucalyptus provides optional support for Load Balancing. In order to use this support, you will need to register the
Load Balancer image with the cloud.

Install and Register the Load Balancer Image
Eucalyptus provides atool for installing and registering the Load Balancer image. Once you have run the tool, your
Load Balancer will be ready to use.

Note: This command is not necessary if you've already performed the stepsin Install and Configure the Imaging
Service.
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Run the following commands on the machine where you installed the eucal ypt us- servi ce-i nage RPM
package (it will set thei magi ng. i magi ng_wor ker _emni property to the newly created EMI of the imaging
worker):

Verify Load Balancer Configuration

If you would like to verify that Load Balancer support is enabled you can list installed Load Balancers. The currently
active Load Balancer will be listed as enabled. If no Load Balancers are listed, or none are marked as enabled, then
your Load Balancer support has not been configured properly.

1. Run thefollowing command to list installed Load Balancer images:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

SERVI CE VERSI ON  ACTI VE | MAGE | NSTANCES
: i magi ng 2.2 * em - 573925e5 0
. | oadbal anci ng 2.2 * em -573925e5 0

dat abase 2.2 * em - 573925e5 0

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Configure Node Controllers
To prevent potential problems, we recommend that you perform the steps listed in this topic on each NC.
On some Linux installations, a sufficiently large amount of local disk activity can slow down process scheduling. This
can cause other operations (e.g., network communication and instance provisioning) appear to stall. Examples of disk-
intensive operations include preparing disk images for launch and creating ephemeral storage.
1. Logintoan NC server and openthe/ et ¢/ eucal ypt us/ eucal ypt us. conf file.

2. Change the CONCURRENT _DI SK_OPS parameter to the number of disk-intensive operations you want the NC to
perform at once.

a) Set CONCURRENT_DI SK_OPSto 1 to seridlize al disk-intensive operations. Or ...
b) Setit to ahigher number to increase the amount of disk-intensive operations the NC will perform in parallel.
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Eucalyptus Network Migration and Upgrade

This section details how migrate and upgrade network modes.

Eucalyptus Migration to Edge Networking Mode

Y ou can configure your existing cloud to use Edge networking mode. This topic provides instructions for configuring
and installing additional Eucalyptus componentsin an existing environment for the purpose of moving to Edge.

Important: Migrating to Edge will require downtime of your cloud platform.

1

Terminate al running instances.
a) Find out which instances are running:

________________________________________________________________________________________________________________

________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Edit all the config files on NC and CC for Edge networking mode. For more information, see Configure EDGE
Network Mode.

Install eucanet d onall NCs.

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Start all Eucalyptus services: CLC, CC, WS, SC, NCs. For more information, see Start Eucalyptus.
Set the Edge JSON property. For more information, see Create the Network JSON File.

Y our Edge networking mode is now properly configured.
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Eucalyptus Upgrade

This section details the tasks to upgrade your current version of Eucalyptus.

Y ou can upgrade to Eucalyptus 4.4.6 from 4.4.4 (or 4.3.1.1). If your current version is earlier than 4.4.4, see the
prescribed paths below. Follow the directions in that version's Installation Guide in the documentation archive, and
then upgrade to 4.4.6 using the directions in this section.

Warm upgrade

Eucalyptus supports warm upgrade as of the 3.4.2 release. This means you do not need to shut down EBS-backed or
instance-store-backed instances in order to upgrade. Auto Scaling instances will likely shut down and be replaced,
based on each group's scaling policy and health check criteria.

Prescribed upgrade paths
The following are the prescribed upgrade paths for Eucalyptus versions prior to 4.4:

e Upgrade from 3.1.2t0 3.2.2
e Upgrade from 3.2.21t0 3.3.2
e Upgrade from 3.3.21t0 3.4.3
e Upgrade from 3.4.31t04.0.2
e Upgradefrom 4.0.2t04.1.2
e Upgradefrom 4.1.2t04.2.2
* Upgrade from 4.2.2 to 4.3.1 (see note below)

Note: You must have completed the upgrade to 4.3 on RHEL 7 before you can upgrade to 4.4.

Prepare for Upgrade

This topic helps you prepare for upgrading Eucalyptus.
Prerequisites
Before starting the upgrade, ensure that you have:

* Verified that your hardware and software are compatible with 4.4. See the Compatibility Matrix in the Release
Notes for supported versions.

» Verified the health of your current Eucalyptus deployment, as described in Inspect System Health in the
Administration Guide.

« Followed the prescribed upgrade paths of prior Eucalyptus versions, if needed, to prepare for this upgrade.

+ Backed up your data and followed best practices for your environment. See RHEL documentation. See also Back
Up Eucalyptus Cloud Datain the Administration Guide.

* Prepared to upgrade all Eucalyptus services. Eucalyptus does not support services that are on different release
versions. For example, you cannot have a CLC at 4.4.6 and aWalrus at 4.4.4.

» Verified that you already have the repositoriesinstalled for Euca2ools and EPEL from your previous installation.
If you do not have these installed, see the installation instructions for that version's Installation Guide in the
documentation archive to find out how to add these to your host machines.

« Fully updated your existing (pre-4.4.6) Eucalyptus services using yum updat e where possible.

« Removed any hand-written repository files for earlier versions of Eucalyptus and Euca2oolsfrom/ et ¢/
yum r epos. d.

Important:

« Perform the upgrade steps on every Eucalyptus host machine, as described in this section.
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*  Werecommend that you also install the new version of the Management Console, although thisis not required. If
you don't install the new version, you will not be able to use new features from the console.

*  Werecommend that you install the current version of Euca2oo0ls, although thisis not required. If you don't install
the new version of Euca2ools, you will not be able to use new features from the command line.

» Federated Eucalyptus clouds began with 4.2.0; you can upgrade a4.2.x cloud to a federated setup. If you have
a4.1.x or earlier cloud, it cannot have any non-Eucalyptus services accounts created, nor can it be an LDAP
integrated cloud. For more information, see Manage Regions in the Administration Guide.

Tip: You can preview the install and its dependencies by running the following commands. Be sure and respond
with 'N' so you do not start the install before you are ready.

To preview the upgrade of Eucalyptus cloud

The following steps are an optional preview of what the upgrade command will do. If you do not want to do this,
continue to Shutdown Services.

1. (Optional) Test the new Eucalyptus release package on each host machine that runs a Eucalyptus service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Review the dependencies and install package information.

Enter N when prompted so you do NOT install the package.

2. (Optional) Test the new Euca2ools rel ease package on each host machine that runs Euca2ools or a Eucalyptus
service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Review the dependencies and install package information.

Enter N when prompted so you do NOT install the package.

3. (Optional) If you have a Eucalyptus subscription, test the new subscription release package on each host machine
that runs a Eucalyptus service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Review the dependencies and install package information.
Enter N when prompted so you do NOT install the package.

Y ou are now ready to Shutdown Services.

Shutdown Services

This topic describes how to stop all Eucalyptus services.

Prerequisites

See Prepare for Upgrade for the complete list of upgrade prerequisites.

The steps you take depend upon where Eucalyptus services are hosted.
To shut down Eucalyptus services
1. Logintothe CLC host machine and shut down the CLC service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

3. If you have a separate Walrus host machine, log in and shut down the Walrus backend services:
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____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

5. If there are any other Eucalyptus services (for example Walrus, SC, UFS) co-located on the CC host machine, use
this command to shut down the other services on the CC host, and in the correct order:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Important: Depending on your network configuration, eucanetd might be running on any of these hosts. Also
note that it can be installed and not running. See About Eucanetd for more information.
Make note of al hosts that have eucanetd running; you'll need this when you start up the services again.

8. Log in to each host machine running eucanetd and shut it down:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Note: Running instances on the NC will continue running. For more information see Warm Upgrade.
10. Log in to each Management Console host machine and shut down the console service:

____________________________________________________________________________________________________________________

Y ou are now ready to Upgrade Euca2o0ls Package Repositories.

Upgrade Euca2ools Package Repositories
This topic describes the steps to upgrade the Euca2ool s package repositories.

Prerequisites

See Prepare for Upgrade for the complete list of upgrade prerequisites.

It is recommended (but optional) that you upgrade Euca2ools to the version compatible with Eucalyptus 4.4.6. If you
do not install the new version of Euca2ools, you will not be able to use new features from the command line.

To upgrade Euca2ools

1. Enter the following command on each host machine that runs a Eucalyptus service or uses Euca2ools:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Review the dependencies and install package information.

Enter Y when prompted to install the package.
2. Enter the following command on each host machine that runs a Eucalyptus service or uses Euca2ools:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter Y when prompted to upgrade Euca2o0ls.
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This retrieves the package verification keys, for more information, see Software Signing.
4. Repeat these steps for each host machine that runs a Eucalyptus service.

Y ou are now ready to Upgrade Eucalyptus Package Repositories.

Upgrade Eucalyptus Package Repositories
This topic describes the steps to upgrade the Eucalyptus package repositories.

Prerequisites

See Prepare for Upgrade for the complete list of upgrade prerequisites.

Y ou need to upgrade your existing Eucalyptus package repositories to use the new featuresin 4.4.6.
Tip: It'sagood ideato upgrade all the non-NC's before the NCs.
To upgrade Eucalyptus

1. Enter the following command on each host machine that runs a Eucalyptus service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Review the dependencies and install package information.

Enter Y when prompted to install the package.

2. If you are not a Eucalyptus subscriber, skip this step. Install the Eucalyptus subscription package on each host that
will run a Eucalyptus service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Review the dependencies and install package information.

Enter y when prompted to install these packages.
3. Enter the following command on each host machine that runs a Eucalyptus service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter Y when prompted to upgrade Eucalyptus.
This retrieves the package verification keys, for more information, see Software Signing.

If you have previously customized your configuration files, y umreturns awarning, and installs the new
configuration files with a different name. This preserves your customizations. Before you continue, customize and
rename the new Configuration files.

Tip: For larger deployments, use a script to upgrade the host machines. For example:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

5. Perform the stepsin Upgrade the Management Console then return to this section.
6. Enter the following command on each NC:

____________________________________________________________________________________________________________________

7. Review the Java dependency for any changes you might need to make after upgrading Eucalyptus packages.
Java 8 isrequired as of Eucalyptus 4.3.0; previous releases of Eucalyptus used Java 7.

See Configure Java.
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Y ou are now ready to Start Eucalyptus Services.

Start Eucalyptus Services

This topic describes how to start all Eucalyptus services after upgrade.

Prerequisites

Y ou should have successfully completed Upgrade Eucalyptus Package Repositories before you begin this process.

Y ou need to start all Eucalyptus services after upgrade. The steps you take depend upon where Eucalyptus services
are hosted.

To start Eucalyptus services after the upgrade

1. Logintothe CLC host machine and start the services:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

5. If there are any other Eucalyptus services (for example Walrus, SC, UFS) co-located on the CC host machine, use
this command to start the other services on the CC host, and in the correct order:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

8. Log in to each host machine that was running eucanetd prior to upgrade and start the service again:

Important: Depending on your network configuration, eucanetd might have been running on any of these
hosts: CLC, CC, NC. Also note that it might have been installed and not running. See About Eucanetd for more
information.

____________________________________________________________________________________________________________________

Note: Usethelist of running eucanetd hosts, which you created in Shutdown Services.

Y ou are now ready to Verify the Services.

Verify the Services

This topic describes how to verify all the services after upgrading.

Verify that all Eucalyptus components are running and properly connected to one another. Check to make sure that
the status of each service is enabled.

To verify that al services are enabled:

1. Verify the Eucalyptus versions. For example:

____________________________________________________________________________________________________________________

.euca2ools 3.4.1
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. If you are using the Walrus backend for object storage, verify your Walrus backend service:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
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Y ou are now ready to Update the Service Images.

Update the Service Images

This topic describes how to update the service images after the Eucalyptus software upgrade.

As of Eucalyptus 4.2.0, service images are templates for imaging workers, load balancers, and database images, all
using the same service image.

» Install the imaging worker image. Run the following command on the machine where you installed the Eucalyptus
imaging worker image:

Note: If you usethe- - r egi on parameter on this command, do not specify localhost (as in user@loca host);
the command will fail with an error. Use the region name as shown in a Euca2o0ls configuration file such as/
root/. eucal euca-admi n. i ni . For example, if these lines are shown in that file:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Y our Eucalyptus 4.4 upgrade is now complete.

Downgrade a Failed Upgrade

If your upgrade fails, this topic describes how to downgrade your Eucalyptus cloud to an earlier release.

Downgrade Overview

The upgrade process creates abackup to/ var /| i b/ eucal ypt us/ upgr ade/
eucal ypt us. backup. TI MESTAMP. For example:

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

If the upgrade fails and needs to be reverted to your earlier version, you can find your preserved datain this directory.

If the upgrade fails, al changes to the database and configuration files will be rolled back. Y ou can retry the
upgrade by following the upgrade instructions in the sections, Shutdown Services and Upgrade Eucalyptus Package
Repositories.

If you do not want to continue with the upgrade after afailure, you can downgrade your installation back to the
previous version. Note that downgrade instructions are different, depending on whether your Eucalyptus services are
co-located or each hosted on their own machine. Y ou will need to perform the downgrade for all services running on
asingle machine at the same time.

The/var/li b/ eucal yptus/dband/var/|i b/ eucal ypt us/ keys directories should not be affected by
the upgrade. If they have been removed subsequent to the upgrade, you must restore the contents of these directories
from your backups before downgrading.

To downgrade from afailed upgrade, perform the tasks listed in the following sections.

Downgrade Eucalyptus
Y ou must Shutdown Services before downgrading Eucalyptus.

1. Downgrade to the Eucalyptus 4.4.4 release package on each host machine:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________
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Enter y when prompted, to downgrade the rel ease package.

2. If you have a Eucalyptus subscription, downgrade your subscription release package on each host machine to the
release package you used for Eucalyptus 4.4.4:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter y when prompted, to downgrade the subscription release package.
3. Expire the cache for the yum repositories on each host machine:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

. eucal ypt us- bl ockdev-utils eucal yptus-i magi ng-tool kit eucal ypt us- node
. eucanetd

____________________________________________________________________________________________________________________

Note: Theeucal ypt us- nc service name changed to eucal ypt us- node in Eucalyptus 4.3.

Enter y when prompted, to downgrade the NC packages.
Important:
Usetheyum shel | command for the following instructions. Thiswill allow you to perform more complex
transactions that are required for the downgrade.
5. Log in to each machine running a Eucalyptus service and run the following command:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

6. Add the transaction commands listed below for each service installed on the machine host. If more than one
service requires the same transactional command, you only need to specify that command once per machine host.

Transaction commands for a combined machine host with CLC, Walrus, CC, and SC:

.......................................................................................................................

.downgr ade
.downgr ade
downgr ade
.downgr ade
.downgr ade
downgr ade
.downgr ade
.downgr ade
downgr ade
.downgr ade

...............

eucal ypt us- adni n-t ool s
eucal ypt us- axi s2c- conmon
eucal ypt us- bl ockdev-utils
eucal ypt us-cl ust er
eucal ypt us- cl oud

eucal ypt us- cormon-j ava
eucal ypt us- cormon-j ava-1i bs
eucal ypt us-sc

eucal ypt us- servi ce-i mage
eucal ypt us-wal rus
eucanetd

________________________________________________________________________________________________________

Note: Theeucal ypt us- cc service name changed to eucal ypt us- cl ust er in Eucalyptus 4.3.

CL C transaction commands:

...............

.downgr ade
.downgr ade
downgr ade
.downgr ade
.downgr ade
downgr ade
.downgr ade

...............

...............

________________________________________________________________________________________________________

eucal ypt us- adm n-t ool s
eucal ypt us- axi s2c- conmon
eucal ypt us- bl ockdev-utils
eucal ypt us- cl oud

eucal ypt us- cormon-j ava
eucal ypt us- cormon-j ava- i bs
eucal ypt us- servi ce-i mage
eucanetd

________________________________________________________________________________________________________

________________________________________________________________________________________________________

downgr ade eucal ypt us-admi n-t ool s
.downgr ade eucal yptus-cl oud
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.downgr ade eucal ypt us-common-j ava

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

:downgr ade eucal ypt us-adni n-tool s
.downgr ade eucal yptus-cl uster

_______________________________________________________________________________________________________________________

Note: Theeucal ypt us- cc service name changed to eucal ypt us- cl ust er in Eucalyptus 4.3.

SC transaction commands:

_______________________________________________________________________________________________________________________

.downgr ade eucal ypt us-adm n-tool s
downgr ade eucal ypt us- cormon-j ava
.downgr ade eucal ypt us-common-j ava-|i bs

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

.downgr ade eucal ypt us-admi n-tool s
downgr ade eucal ypt us- cormon-j ava
downgr ade eucal ypt us-common-j ava-|i bs

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

_______________________________________________________________________________________________________________________

7. When you have entered all the appropriate yum transaction commands, run the following command to verify that
the transaction will be successful:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

Enter y when prompted, to remove thisfile.
Important:

Remove thisfile from every Eucalyptus host machine.
11.Clear out the/ var / run/ eucal ypt us/ cl asscache/ directory on all Eucalyptus host machines:

____________________________________________________________________________________________________________________

This deletes 4.4 classfile artifacts; they will be regenerated as needed for your downgraded cloud.
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Downgrade Euca2ools
In general, there is no need to downgrade Euca2ools.

Whenever you install Euca2ools, it will always give you the latest patch of arelease (for example, you'd get 3.4.1
over 3.4.0). If, for example, you have 3.4.1 installed, then performing the following steps would downgrade to 3.4.0.

Note: If Euca2o0lsis not the source of upgrade failure, there is no reason to downgrade Euca?ools.

1. Expire the cache for the yum repositories on each host machine:

___________________________________________________________________________________________________________________

-

___________________________________________________________________________________________________________________

-

Enter y when prompted, to downgrade Euca2ools.

Verify the Downgrade

1. Restart your downgraded cloud.
2. Verify the Eucalyptus versions. For example:

___________________________________________________________________________________________________________________

-

___________________________________________________________________________________________________________________

.

3. Verify that al services are ENABLED.
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Find More Information

This topic explains what to do once you have installed Eucalyptus, including further reading and other resources for
understanding your cloud.

Read More

Eucalyptus has the following guides to help you with more information:

The Administration Guide details ways to manage your Eucalyptus deployment. Refer to this guide to learn more
about managing your Eucalyptus services, like the Cloud Controller; and resources, like instances and images.
The Identity and Access Management (IAM) Guide provides information to help you securely control access

to services and resources for your Eucalyptus cloud users. Refer to this guide to learn more about managing
identities, authentication and access control best practices, and specifically managing your users and groups.

The User Guide details ways to use Eucalyptus for your computing and storage needs. Refer to this guide to learn
more about getting and using euca2o0ls, creating images, running instances, and using dynamic block storage
devices.

The Image Management Guide describes how to create and manage images for your cloud.

The Management Console Guide describes how to create and manage cloud resources using the Eucalyptus
Management Console.

The Euca2o0ls Reference Guide describes the Euca2ools commands. Refer to this guide for more information
about required and optional parameters for each command. Also includeseuca2ool s. i ni information.

Get Involved

The following resources can help you to learn more, connect with other Eucalyptus users, or get actively involved
with Eucalyptus development.

The Eucalyptus IRC channel is #eucalyptus on Freenode. This channel is used for real-time communication
among users and devel opers. Information on how to use the network is avail able from Freenode.

Subscribe to one or more of the Eucalyptus mailing lists, which provide ways to ask questions and get assistance
from the community.

Search for technical articlesin the Knowledge Base to find answers to your questions and learn about best
practices.

Check out the Eucalyptus Support pages for more ideas.
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Install Eucalyptus from a Local Package Repository

This topic describes downloading and installing Eucalyptus from alocal repository.
In certain situations, you might need to install Eucalyptus from alocal repository. For exampleif:

¢ Your cloud is behind afirewal
« Your change management requires alocal repo
* You have limited access to the I nternet

This procedure augments the standard installation instructions, and includes additional instructions for downloading
and installing Eucalyptus from alocal repository.

Toinstall Eucalyptusfrom alocal repository
1. Download the Eucalyptus repository to alocal directory. For example:

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

____________________________________________________________________________________________________________________

5. Runyum updat e.
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Euca2ools Standalone Installation

Eucaoolsis the Eucalyptus command line interface for interacting with Eucalyptus. This topic discusses how to
perform a standal one installation of Euca2ools.

If you're running recent versions of Fedora, Debian, or Ubuntu, you can install Euca2ools using yumor apt .
If you're running RHEL/CentOS, you can use the following instructions to install Euca2ools.

To perform a standal one installation of Euca2o0ls on RHEL/CentOS:

1. Configurethe EPEL package repository:

____________________________________________________________________________________________________________________
____________________________________________________________________________________________________________________
____________________________________________________________________________________________________________________
____________________________________________

________________________________________________________________________

___________________________________________________________________________________________________________________

-

Y ou've now performed a standalone installation of Euca2ools.
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Installation Guide History

This section contains information about changes to the installation documentation in this release.

Section / Topic Description of Change Date Changed
Use Ceph-RBD Added snapshot delta functionality. | March 2017
Eucalyptus Upgrade Updated upgrade for 4.4.0 release. March 2017

Removed RHEL 6/ 7 upgrade info,
which applied only to the 4.3.x

releases.
Networking Removed Managed modes. March 2017
Networking Updates and corrections to March 2017

VPCMIDO mode.
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